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Abstract

The paper contains the first complete proof of strong nozattin GN) for full second
order linear logic (LL): Girard’s original proof uses a stiandization theorem which is
not proven. We introduce sliced pure structures (sps),\ag@meral version of Girard’s
proof-nets, and we apply to sps Gandy’s method to ifféfrom weak normalization
(WN). We prove a standardization theorem for spsWilN without erasing steps
holds for an sps, then it enjoy®N. A key step in our proof of standardization is a
confluence theorem for sps obtained by using only a very weak bf correctness,
namely acyclicity slice by slice. We conclude by showing tetandardization for sps
allows to provesN of LL, using as usual Girard's reducibility candidates.

Key words: (weak strong) normalization, confluence, standardizatinear logic,
proof-nets, additive connectives, sliced pure structures

1. Introduction

In every abstract approach to computation, the distinditween terminating and
non-terminating processes is crucial. A rewriting systenoys weak normalization
(WN) if every term of the system can be executed in a finite numbstieps.

In the A-calculus, non terminating computations start frasterms that strongly
exploit self-application every A\-term can be applied to itself (see for examl§g]].
Termination fails for the\-calculus (even in its weak forWN), but holds for some of
its most remarkable subsystems: the simply typealculus and its extension Girard’s
system F (]). The proofs of WN for these calculi have a deep logical content: they
correspond to proofs of consistency in the logical senshigigighted by theproofs-
as-programgaradigm. This paradigm is also call€dirry-Howard isomorphisrand
establishes a correspondence between a fragment of amtigiic natural deduction
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and the typed\-calculus, so that basically: (i) a type can be seen as a far(and
vice versa); (i) ar-term can be seen as a proof (and vice versa); and (iii)%he
reduction of a\-term can be seen as the application of the cut-eliminationgrure
to the corresponding proof (and vice versa). Theedexes correspond to the cuts of
the natural deduction (i.e. to the pairs of an introductiole and an elimination rule
of the same connectivel§]), hence the5-reduction to a normal form is equivalent
to a strategy for eliminating the cuts in a proofWN corresponds exactly to cut-
elimination. In traditional proof-theory (dating back te@zen) cut-elimination is a
key property of a logical system, from which the consisterfdhe system immediately
follows?: WN of the simply typed\-calculus (resp. of system F) corresponds then to a
consistency proof for the implicational fragment of ininiitistic natural deduction NJ
(resp. second order natural deductior?NJ

The proofs-as-programs approach is a way to put constramtke possibility of
building A-terms, and more precisely on self-application: from thgidal point of
view, these constraints are sufficient conditions to préaedonsistency of the cor-
responding logical systetn While in the simply typed\-calculus self-application is
simply forbidden, in system F a (weak) form of self-applicatis accepted. System
F combines then computational strength and terminatiore(lsethe remarkable in-
terest of WN for F). Godel's second incompleteness theorem sheds tinewdight
on the “difficulty” (and the deep meaning) of the terminatoperty. Indeed, Peano
Arithmetic PA can be translated into KXo thatWN for F cannot be proven within
NJ? (and of course this holds for any subsystem ofthealculus whose corresponding
logical system contains PA).

The terms of system F actually enjefrong normalizatior{SN), a much stronger
termination property thalVN: whatever execution strategy one applies to F’s terms
one eventually reaches a normal for8IN corresponds to saying that the tree of the
computations starting from a term is well-founded. Sev@ahniques to infeEN
from WN have been proposed (see for exam@8). In [8] (p.150-159), the author
adapted Gandy'’s proof for Godel's system T (sgl¢ o NJ. The general method pro-
posed by Gandy can be applied to any logical system S as fallow

1. modify S in such a way that “nothing is lost” during nornzaliorf (rewriting
steps never erase pieces of proofs): let’s denote-bythe rewriting rule of S
“without erasing steps”;

2. proveWN for = (we 'll often write in the sequel that S enjoy&N"°) and
confluencéfor —;

2Things went actually the other way round: cut-eliminatioaswproven by Gentzeim order to prove
consistency of Peano Arithmetic PA.

3A term associated with a proof in a logical system is ofted saibetyped the conclusion of the proof
is atypeof the term.

4Thanks to the Curry-Howard isomorphism one can use the &ggyof-terms for proofs, and vice
versa.

5A rewriting system enjoys the confluence property when- ¢; andt - to, there always exists
such that; = ¢/ andty - t/, wheret, ¢1, to, ¢’ are terms and> is the reflexive and transitive closure of
the rewriting rule of the system, see Sectibg



3. define on the proofs of S a size functipn|, which is strictly increasing with
respect to—;
4. conclude that S enjoy&N.

Notice that the size functioh- | “computes” an upper bound for the length of the
— reduction sequences starting from any preadf S: it is the value of - | on the
—e-normal form ofr.

Linear Logic (LL [7]) is a refinement of intuitionistic logic and of classicaglo,
which gives dogical status to the operations of erasing and copying (correspgtal
thestructural rulesof intuitionistic logic and of classical logic). This chamgf view-
point on structural operations has striking consequenegs: of the most important
is the introduction of proof-nets (simply callegbtsin this paper). Proof-nets yield a
graph-theoretical representation of computation, whieeestrict distinction between
inputs and outputs completely vanishes (this is a sharréifice between nets and
terms). In LL, cut-elimination is defined directly for presfructures (general graphs
which are not necessarily proofs), and nets are the “cdmpecbf-structures (the ones
satisfying acorrectnesgondition). The presence of proof-structures as new coaput
tional objects widens the space of possible interactiomwd®n logical agents: this
makes the system much richer and more complicated. We W stov, for the termina-
tion property of LL proof-structures, notonly the distiiwet typed/untyped is relevant
(this was already the case farterms), but also the one correct/noncorrect (which is
independent from the typed/untyped one). Indeed this ideatlies much of Girard’s
work, since []: the correspondence between logical correctness andnation prop-
erty.

We present the first complete proof®R for full second order LL: we proveN
for Girard’s nets as presented 24]. BecausesN of full second order LL entails the
consistency of (second order) PA, its proof cannot be chaig within PA: it uses Gi-
rard’s reducibility candidates (introduced @] pnd already used for LL in7]). How-
ever, by applying Gandy’s method to LL, we show that stroriggiples are needed
only to proveWN (more preciselyWWN™¢).

Some readers might be surprised that so many years afteistwvdry of LL (and
after so many papers on the subject) no complete proSiofor LL has been given.
In [7] Girard gives a “proof” ofSN based on a theorem callsthndardization theorem
(theorem 4.25 p.72 of7]), which is not proven in the paperintuitively, the theorem
states that if a net can be transformed intesanormal form “without applying erasing
steps”, then it enjoySN. This basically corresponds to achieving all the tasks of
Gandy’s method, except the proof@fN .

In LL, the absence of a unique output (actually the vanisbithe distinction be-
tween inputs and outputs) entails the absence of a disshgdicut (something like a
“head cut”). There still exists some kind of hierarchy onsciat LL nets (hamely the

6Let us point out here that the word “standardization” usedsingrd might be misleading w.r.t. the
calculus literature: the “standardization property” af #rcalculus refers to a different well-known theorem,
while Girard’s standardization theorem is callednservation theoren(see e.g. ]); moreover, Girard's
standardization is called “propriété de striction” byrida in P] (théoreme 8.31 p.64). In the present paper
we will adopt Girard’s terminology, however.



so-calledexponential depth but no difference can be made between two cuts with the
same depth. Worse, the reduction of a cut may seriouslytaffiecstatus (and thus
the potential reduction) of other cuts at the same expoaletieipth. There is no ana-
logue of such a meddling of cuts in the life of their fellowdwihe same exponential
depth in theX-calculus: thes-reduction of a redex may affect other redexes only if
these last ones are deeper than the former one (in LL teroggothe affected redexes
must have a greater exponential depth than that of the rddare). The reader can
refer to SubsectioB.2 (where the notion oéxponential dependenégintroduced to
overcome this difficulty) for a more precise discussion. thls makes the standard-
ization theorem an essential ingredient of §é proof for second order LL, whicls
not a straightforward adaptation of th€N proof. This is in sharp contrast with what
happens for Girard’s system F (sé@)[ The presence of an head redex in F’s terms
makes it easy to turn the proof &N into a proof ofSN (by a slight modification of
the definition of reducibility candidate): the proof@®X is an easy variant of the proof
of WN in system F. One might find more elegant (following Gandy)igtidguish the
logical part of thesN proof (the proof ofWN) from the purely combinatorial part (the
proof of the standardization theorem) but in F it is still pibse to mix them without
loosing control on the combinatorial part of the proof. Théezomes very difficult in
LL, where a subtle theorem of standardization is neededrtoWN into SN. Some-
thing similar to what we have in LL can be foundircalculi with explicit substitution
(see for exampled]).

In [2], Danos proves standardization (théoreme 8.31 p.649doond order multi-
plicative and exponential LL (MEL®), a significant fragment of LL containing sys-
tem F: Danos’ result achieved the proof$¥ for MELL?2. Later on,SN of several
other classical and linear systems has been proven thardptopriate embeddings
in MELL? (see for exampled and [15]). But up to now, no proof o8N was avail-
able for the full system, essentially because of the presefihe additive connectives,
whose computational behaviour is difficult to handle (foample, cut-elimination is
not confluent in presence of the additives, at least in thdittomal syntax). The main
goal of the paper is to finally fill this (rather big) gap in LUigerature. For the sake
of completeness, we mention here two previous attemptsoeepthis result: annexe
A of [23] and [1§]. In annexe A of R3] a proof of a variant of the standardization
theorem is given but, as explained in that paper, it is ndicient to proveSN for full
LL. In[18], a nice approach to termination using phase semantic®oged, which
is suitable fofWN (at least in the fragment MEL3) but not forSN: on the one hand
the proof of standardization for ME s not convincing (it is only “sketched” as the
author writes) and on the other hand in presence of the adslithe considered cut-
elimination procedure is not the full one (see Subsedi@for a detailed discussion
on [18)).

Our approach is to start from scratch, having in mind the wlofing guidelines:

e as soon as the system is powerful enough, the combinatarizbftheSN proof
(standardization or any of its variants) should be splitrfrthe part involving
logically strong principlesWN or any of its variants);

e it should be stressed where logic (more precisely types an@ciness) comes



into the picture: to which extent is it possible to computéhwintyped proof-
structures?

Our main contribution is actually a standardization theor@heoremt.2), proven
for “sliced pure structures” (sps) — a notion of proof-sture which yields a better
account of additive cut-elimination than the nets gf [Section5 studies the transla-
tion from nets to sps, proving in particular that a néilswhenever its translation into
sps isSN. The notion of “slice” was introduced irv] in order to reduce the diffi-
culty of dealing with the additive connectives. In the p@ad framework, its variant
“sliced proof-structure” is proven to enjoy nice propestjg6]. The main reason why
we use slices in this paper is that we need to prove a conflymoperty (remember
it is part of Gandy’s method), and it is the only known syntdx_ba for which one
can hope to prove such a property. Our sps are an extensitinesf proof-structures
to full untypedLL. Indeed, following the idea that types and correctnessukhbe
used only when necessary, we start our analysis with the gerstral kind of graph
we have: untyped and noncorrect. We show in Sec?itrow one can always com-
pute with such general structures. This is a first novelty wf paper: both inT]
and R4], in presence of the additives, computations are defined fominets (typed
and correct proof-structures). However, without any kifidarrectness, computation
behaves very badly (and this is not related to the presemserae of types): we give
a counterexample to boWN and confluence for such general (noncorrect) sps (see
Figurel?). We then introduce the correctness condition “acyclisiiye by slice” AC
condition, Definition2.15). It is well-known that this condition is far too weak to char
acterize proofs (se€l()]), and there is a wealth of papers presenting criteria gion
than the correctness slice by slice in order to charactérgieal correctness (see for
instance 10, 11]). What we show here is that, despite its weaknessAtfiecondition
is sufficient to prove confluence (Theoreini8 and standardization (Theorefr?):
from the computational point of view only a very weak form ofiectness is needed.

Let us now describe more precisely the structure of the pajethe connection
between the different results is rather delicate and coxnple conclude the introduc-
tion by a graphical representation of the logical structfrthe paper (see FigurB.
Also, the whole paper is scattered with examples and figuweshope this will help
the reader.

Section2 is devoted to sps. In Subsecti@rl we define sps (Definitio2.2) and
their cut-elimination (Definitior2.12). Subsectior?.4is entirely devoted to motivating
our results and choices by several examples and countepdxaumin Subsectio.5
we introduce the weak form of correctness used in the pagkegoressed by thaC
condition of Definition2.15

Section3 achieves a first essential step of our proof: Definitohsplits the cut-
elimination rewriting rule (denoted b$£%) into two strongly normalizing reductions,
the logical reduction&, proven to enjoysN in Proposition3.4) and the structural
reduction &» proven to enjoysN in Proposition3.10. These two reductions are
disjoint and their union i they both enjoysN on sps satisfyind\C, even if their
union =5 does not even enjoWN (the untypedi-calculus can be embedded in sps
satisfyingAC, see in particular the example of Fit)). Propositions8.4and3.10are



essential ingredients in the proof of confluence (Theotelf) of the next section.

In Sectiond we apply Gandy’s method to sps: we distinguish the erasitgyfoom
the non erasing ones and we define the rewriting rule for sps (Definitiord.1).
We then explain (Subsectighl) why SN of — entailsSN of = a postponement
lemma (Lemmat.4) allows to “delay” erasing steps after any non-erasing droen
which the result easily follows (Propositidn5). Subsectiort.2 shows that from\VIN
of =% one can deducgN of —: the key point here is the confluence theorem (The-
orem4.18, proven for dabelledversion of sps (see Definitiods6 and4.7). We first
prove that labels allow to define an increasing size on (letesp$, and that (assum-
ing confluence holds) this allows to proVéN "¢ = SN for sps satisfyingA\C: from
this equality and Subsectighl, our main result (standardization, Theordrd) im-
mediately follows. The rest of Sectighis devoted to the proof of confluence, based
on the following results:

1. confluence of the labelled version of the logical reductié®: of Section3: it
follows from local confluence (Lemm& 12 andSN (immediate consequence
of Proposition3.4 of Section3);

2. confluence of the labelled version of the structural réidncz=> of Section3:
it follows from local confluence (Lemm& 14 andSN (immediate consequence
of Proposition3.100f Section3);
str

. commutation of the labelled versions-6€> and == (Lemmad.17);
4. Hindley-Rosen lemma (seéZ]): a rewriting rule which is the union of two
confluent rewriting rules which commute is itself confluent.

w

Itis important to stress the fact that confluence (so as the reault of the paper, The-
orem4.2) is far from being an immediate consequence of the sametifesWIELL.
It is only partially true that sps allow to work “slice by st the additive commu-
tative normalization step (the nightmare of normalizafiopresence of the additives,
see Sectiorb and Figurel9) is not explicitely present in our syntax, but it is hidden
in other normalization steps (tl{&/?d) and the(!/!) steps of Definitior2.12). Indeed
the exponential connectives are the bridge between théiagdnd the multiplicative
worlds through the isomorphistiA& B) = A ® | B.

Last, Sectiorb introduces the nets o2f] with units, and it turns a proof G?WN°
for sps into a proof oSN for the nets of 4. The syntax of 4] is described in
Subsectiorb.1 and it generalizes Girard’s notion of nef].[ As already mentioned,
confluence (even local confluence) fails for nets, hence pdyapandy’s method one
must pass through a confluent syntax, in our case the syntspsof SubsectioB.2
contains the motivations for our choice of sps and relategesults to previous at-
tempts (namely{] and [18]). Subsectiorb.3gives a translation of nets into sps, called
slicing, and it shows that the slicing of a nétsatisfiesAC (Propositiorb.1), and that
(3 enjoysSN whenever its slicing does (Propositibre). Finally in Subsectio®.4we
prove that the slicing of any net enjdyN ¢ (Theoremb.11). Standardization for sps
(Theoremi.2) allows then to concludgN for nets (Theorerb.12). Actually, the proof

"Notice that theAC condition is not needed here.



of Theorenb.11is given in a terse and sketchy style (using a simple varig@irard’s
reducibility candidates): this is because there is no dabbtt this result, and no real
point in giving more details in the present paper.

Added in print. During the last revision of the paper, we realized that trepof our
main Theorem (Theorerh 2) can be simplified thanks to a result of Bezem and Klop.
Indeed item (iii) of Theorem 1.2.3 p. 18 d?7] says that an abstract rewriting system
enjoying local confluencél/WN and such that it is possible to define an increasing
size, enjoys als@N. In our framework, this means that in order to pro¥&N ¢ =
SN (Proposition4.10 we only need local confluence instead of confluence. This
essentially means that in order to prove Theorefone can omit SectioB. Indeed
Lemmatad.12 4.14and4.16suffice to prove the local confluence of the labelled cut-
elimination. By the way, notice that this holds for the fragmhMELL? too, so that
Danos’ standardization theorem (théoréme 8.31 p.62Jhfdnd thusSN for MELL 2,

can be proven using local confluence instead of confluence.

However, we decided to keep the present version of the papes sve believe
that confluence for sps (Theorehil8and Remarlkd.19, so as confluence for Danos’
nets , are interesting results by themselves. Furthermizgetr-measure defined in
Section3is rather sharp and can be generalized to other notions ¢fkestor example
differential nets 25, [26]); it should be a useful tool also for-calculus with explicit
substitutions (see for examph]].

Let us also mention that correctness is used in our prodNoin three points:
under the form of the\C condition, (i) to prove th&N of structural reduction (Propo-
sition 3.10), (ii) to prove the local confluence of structural reduct{tiemmad.14),
hence confluence of cut-elimination (Theorém8; under the form of sequentializa-
tion, (iii) to prove WN ™ (Theorem5.11). The simplified proof just mentioned uses
only (ii) and (iii).
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Figure 2: Sps links

2. Definitions

In this section we introduce the main tools used in the segfutble paper. In Sub-
section2.1 we define sliced pure structures (sps), Subse@i@ris devoted to recall
some standard results in rewriting theory that will be aggpto cut-elimination of sps,
and in Subsectio2.3 we define cut-elimination for sps. After the main definitipns
we illustrate by means of several examples the notions @usly introduced (Subsec-
tion 2.4); we then conclude by presenting tA€ condition (Subsectio.5).

2.1. Sliced pure structures

We start by extending to full LL the definition of “sliced prestructure” given
in [16] for the polarized fragment. In the style df7], we work in an untyped frame-
work.

Definition 2.1 (Flat). A flatis a finite (possibly empty) labelled directed graph whose
nodes (also called links) are defined together with an arityaacoarity, that is a given
number of incident edges called theemiseof the node and a given number of emer-
gent edges called trmnclusion®f the node. The valid nodes are pictured in Fig2ire

The !-links and theT -links have a distinguished conclusion (denoted in Figure
by a bold arrow) callednainconclusion of the link; the other conclusions, if any, are
theauxiliary conclusions. We allow edges with a source but no target, dneyalled
conclusion®f the flat.

Links will be denoted by Latin lettedsm, . . . Flats will be denoted by initial Greek
lettersa, 3, . ..

Notice that every edge must benclusion of a linkbut it needs not beonclusion
of a flat When drawing flats we represent edges oriented downwaiisvanwill
omit to write explicitly the orientation of the edges. Mowveo, we speak of moving
“downwards” or “upwards” in the graph, and of nodes or edgdsVe” or “under” a
given node/edge.

Sliced pure structures are, basically, multisets of sliaesl slices are flats having
the!-links parameterized by sliced pure structures. This méaisslices and sliced
pure structures must be defined simultaneously by inductiotihe exponential depth,
i.e. on the numbed of nesting ofl-links.

10



Definition 2.2 (Sliced pure structure). A slice of depth at modiis simply a flat with-
out!-links. A slice of depth at most + 1 is a flata: such that with every-link o of «
with n, + 1 conclusions is associated a sliced pure structure of deptiostd, called
the box ofo and denoted byr°, with n, auxiliary conclusions corresponding to the
n, auxiliary conclusions of and another conclusion, tmeain conclusion of the box,
corresponding to the main conclusioncof

A sliced pure structuresps for shortof depth at most is a finite (possibly empty)
multiset of slices of depth at mogtwith the same conclusions: we mean that an sps
comes equipped with an equivalence relation on the coreiagif its slices s.t. every
equivalence class contains exactly one conclusion for skl The conclusions of
the sps are the equivalence classes of the conclusionsstitis.

We denote slices by initial Greek lettersg, . . ., sps by final Greek letters o, . . .

The depth of a slice: (resp. an sps) is the leastl such that (resp.r) is of depth
at mostd. A flat o at depthd in an spsr is a flat at depthl in a sliceg of ; « is at
depthd in g if d = 0 anda is 8 (considered as a flat), dr> 0 anda is a flat at depth
d — 1in a box associated withlaink of 3 (considered as a flat). A linkat depthd in
mis alink! of a flata at depthd in w. We denote bylepth” (1) the depthd of [ in .
We refer more generally to a link/flat af meaning a link/flat at some depth4n We
use the same terminology for the edgesrofWe denote by’ () the set ofl-links at
depth0 in 7. Thesizeof &, denotedsize(r), is the number of links (at any depth) of

Given a link! of an spsr, we will often speak of “the flat of” always meaning
the flat at some depth in containingl. The reader should notice that our sps are
multisets of slices, and not simply sets, as it isi6][ [17]: this quibble is needed to
avoid an unnatural erasing of slices during cut-eliminati/e refer to Subsectiah4
for examples of this phenomenon. We use the additive notéiomultisets:0 is the
empty multisetsr + o is the disjoint union ofr ando (repetitions do matter); an sps
7 can also be written s, . «. As a consequence, when we writec 7, we are
considering an occurence ofin the multisetr, and when that expression binds an
operator, as for example jn we mean tha}___ _ varies on the set of occurences
of =’s slices.

Figure3 is an example of sps of depth the correspondence between the conclu-
sions of the box of &link and the conclusions of thdink is given in the figure by the
order of the edges (from left to right).

acm! aEeT

Remark 2.3. Notice that, by definition, the boxes of an sps satisfgating condition
two boxes are either disjoint or contained one in the other.

Remark 2.4. Once the decision to work without types has been taken, tlestiun
arising is: to which extent? A possibility was to use reawgdipes (like in 2], [20]),
another one to type only~edges (like in 17]). In the general LL case that we con-
sider here, none of the answers is completely satisfactuiynge decided to work in a
strongly untyped framework. There are little surprisefofeing this choice: the main
one is that a clash (Definitich 10 might become reducible after some cut-elimination
steps (Definitior2.12): for example, the cut of Figure3 is a clash, but it becomes
reducible after the reduction of the cufsee SubsectioB.4). However such oddities
cause no problem w.r.t. our purposes.
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Figure 3: An example of sps

Remark 2.5. In order to have a very general result we had to use all thes laiK7],
including T. A possible (and rather natural) choice was to rule out timkt &nd to
represent th@ rule as empty sps (like inl@]). Indeed, such a choice would realize
a greater quotient on proofs: this notion of sps is “closertiénotational semantics.
However, the absence of in sps makes it more difficult to infer strong normalization
of LL nets from strong normalization of sps (Propositi). More precisely, we
would lose Lemma.3 this is the reason for our choice.

Anyway all the properties we prove for our sps still hold foffree sps (in particular
Theorem.2).

Remark 2.6. Concerning the presence of empty structures, notice that:

o the empty flat does exist (and so do the empty slice and spainorg the empty
slice), and it has no conclusion. Its presence is requiretth&yut-elimination
procedure (Definitior2.12): the procedure applied (for example) to the sps con-
taining a unique flat consisting oflalink a cut and al-link yields the empty
graph;

e with a!-link o of an sps, it imeverpossible to associate an sps containing the
empty slice:o has at least one conclusion and this has also to be the cabefor
sps associated withy

e empty sps (that is empty multisets of slices) do exist: tli®@e such sps for
every set of conclusions.

The reader should notice the difference between the emipgy ghat is the empty
graph, and empty sps, that is empty multisets of slices. Hneywo different kinds
of emptyness, the first one is multiplicative (it can be pratliby eliminating a mul-
tiplicative cut), while the second one is additive (it canpoeduced by eliminating an
additive cut).

2.2. Compendium of rewriting theory

Before introducing the cut-elimination on sps, we give arsheminder of some
standard terminology and results in rewriting theory, whigll be used in the sequel.
Our references will bell2] and [22].
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X Xk X
™ — T ™ — T ™ —> T

l/x X* lx* X* l/x X
Y Y Y

o x*) 3 o x*) 3 o X > T3
(a) local confl. (b) confluence (c) strong confl.
X X y
T — T ™ — 1 —— T2
y* Ly
Y RN
Xk
T ool > T3 T3
(d) commutation (e) postponement

Figure 4: Diagrams for confluence, commutation and postpemnt

Let = be a binary relation on sps, théa-, = *, and =5 denote, respectively, the
reflexive, transitive and reflexive/transitive closureZef

Let 7 be a sps:r is ax-normal form whenever there is no sps with 7 = 7;

7 is weaklyx-normalizablewhenever there is a-normal formm; s.t. 7 X onwis
stronglyx-normalizablevhenever there is no infinite sequeriee);cy s.t.mo = m and

7; = T4 1. We denote byWN* andSN* the sets of, respectively, weakly and strongly
x-normalizable sps. Clearly we hag®* C WN*. We say that> is weakly(resp.
strongly) normalizingon a ses of sps, ifS € WN* (resp.S C SN¥).

The relation> is locally confluenif for every =, 71, 19 S.t. m1 & 7 = 79, there
is 3 st m s &5y (see Figur@f(a))' %, is confluentf for every7r 7, St
m = 1 X mo, there isms S.t. M = 13 <— my (see Figured(b)); = is strongly
confluentf for every 7, 7,13 S.t. 1 & 7 = 7o, there isms S.t. 1 = 73 <& Ty
(see Figured(c)). Strong confluence implies confluence and confluence i jieal
confluence, and none of the converse implications holdg {@svell-known).

Two relations™ and-¥: commuteif for everyr, w1, m s.t. w1 <5 7 L5 0, there
isms s.t.m 1o my <5 my (see Figurel(d)); the relation™ can be postponed.r.t. the
relation, when for everyr, 71, 7o S.t.m = 1 5 o, there ists S.t.m L T3 =5 mo
(see Figuret(e)).

Lemma 2.7 (Newman). A locally confluent and strongly normalizing relation is eon
fluent.

Lemma 2.8 (Hindley-Rosen).If two relations™, 2 are confluentand commute, then
their union= U % is confluent.

Lemma 2.9 (Di Cosmo-Piperno-Geser)Let>, L, be two relations s.t5 is strongly
normalizing and for everyt, 7, m s.t.m < m = 7o, there isms s.t. 7 = 73 and
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Ts 1 4, that is the following diagram holds

v
1 x+> T3

then= and > commute.

2.3. Cut-elimination
We now define the binary relation of cut-eliminatié®- on sps. Before the details

cut

let us give an idea of how— works: to eliminate a cut at depftin a slicea means in
general to transform in an spsr, = >, ; «;, S.t. every slicey; is obtained fromu
by substituting a specific subgraptof o with a subgraplt; having the same pending
edges (i.e. edges with no target or no sourcej,ass pictured below:

cut

The numbem and the subgraphs, 31, ..., 5, depend on the cut we want to re-
duce. Definition2.11formalizes the notion of substituting a subgraph in a sp®int
ducing the notion of module and one-hole context; Definioh? and Figureb give
the substitutions which define the cut-elimination.

As mentioned in the introduction, our sps are very generaktires: they are
untyped and they may be incorrect (w.r.t. the proofs of LLye&in such a general
setting cut-elimination can be defined and nice properiiddg, flas we will show in the
sequel of the paper. However, one has to handle carefullg strange phenomenons
related to this rather “wild” situation, like the presendewots which are not reducible:

Definition 2.10 (Clash and deadlock).The two edges premises of a cut link aleal
when one of the following conditions holds:

¢ they are conclusions of@-node and of &-node,
e they are conclusions of@;-node and of & ;-node (fori, j € {1, 2}),
e they are conclusions of enode and of al -node,

e one is the main conclusion of!lanode and the other one is either an auxiliary
conclusion of d-node, or the conclusion of one of the following nodés: 7w,
7d.

A cut node of an sps is:

14



e aclash when the premises of the cut node are not dual edges and ndne o
two is the conclusion of anz-link nor an auxiliary conclusion of @ -link;

e adeadlock when the two premises of the cut link are conclusions of dmes
az-link (resp.!-link, T-link);

e reducible otherwise.

In Figure3, for example is a deadlocks is a clash and the five other cuts are
reducible.

Definition 2.11 (Module, context closure, substitution).A moduleu is an sps whose
slices at deptlh may have edges without source, callgghothesedn addition to hav-
ing the same conclusions, the slices of a module are requiteale the same hypothe-
ses, i.e. amodule comes equipped with an equivalencemelarti the hypotheses of its
slices at deptld s.t. every equivalence class contains exactly one hypistf@seach
slice at deptt®®.

A one-hole context[] is an sps having exactly one occurrence of a special cell, the
hole which has an arbitrary arity and coarity. This formally methat|[] = o + o],
whereo is an sps and.[] is a slice having at deptheither exactly one occurrence of
the hole or d-link o such that withv is associated a one-hole contex}.

Given a one-hole context[ | = o + «[] and a module: equipped with a bijection
between the hypotheses (resp. conclusiong) ahd the premises (resp. conclusions)
of the hole inw[], we define the sps[u] by induction on the depth of the holedr |:

e if the hole has deptld in o], thenw[u] = o + > 5, a[8], wherea[p] is
the slice obtained by substituting if{ | the sliceg for the hole, i.e. identifying
the hypotheses (resp. conclusions)jofvith the corresponding premises (resp.
conclusions) of the hole;

o if the hole is a cell of the one-hole contexft associated with &link o at depth
0 in o, thenw|y] is obtained by associating withthe spsp[u].

Thecontext closur®f a binary relatiorR between modules is the smallest relation
containingR and such that for every one-hole context, uRy’ impliesw[u]Rw[p].
We also say that[u'] is the result osubstitutingu’ for p in wlp.

Definition 2.12 (Types of cut and cut-elimination). We define theeduction stepss
the following relations between a single slice moddlethe redex containing a re-
ducible cutt and a modul€)_, 3;, the contractum Apart from the caseé&;/®;),
(1/7d), the contractum is a single slig#, too. All reduction steps are pictured in
Figureb.

(ax): [ is made oft and two distinct linkd,n, each of them having one premisetof
as conclusion; moreover, one link betwden say!, is anaz-link and if n is a
T-link, then the edge shared layandt is the main conclusion of. In this case
the contractung’ is simply the linkn.

80f course since the slices at deptbf a module have the same conclusions, there is also an &ngsea
relation on the conclusions of the slices at deptif a module, as explained in Definiti¢h2
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(1/L1): pis made oft, al-link and a_L-link; a premise of is the conclusion of the
1-link and the other is the conclusion of thelink. In this case the contractum
3’ is the empty grapf.

(®/%): pis made oft, a%-link and a®-link; a premise of is the conclusion of the
®-link and the other is the conclusion of tAglink. In this case the contractum
B is obtained fromg3 by erasing thés-link, the ®-link and the cut links (and
its premises) and by putting two new cut links between thelefto(resp. right)
premises of thé-link and of thex-link°.

(T /cc): B is made oft, a T-link I having one premise afamong its auxiliary con-
clusions and a slice (not containing) having the other premise ofamong its
conclusions. Letus call (resp.b) the edge shared liyand! (resp and~). The
contractum?’ is aT-link, which we still calll, with conclusions the conclusions
of [ different froma and the conclusions of different froms.

(®:/&;): pis made oft, a @;-link, and a&;-link; a premise oft is the conclusion
of the @;-link and the other is the conclusion of thg-link. If i = j, then the
contractum?’ is obtained fromB by erasing the two links (and their conclusions)
and by moving up the cut link to their premisesi K j, then the contractum is
the empty multiset.

(1/?d): Bis made of, a!-link with main conclusion a premise ofand a?d-link with
conclusion the other premisetflLet p be the sps associated with think. If p
is the empty multiset, then so it is the contractum. Othexywgth each slicey
of p, we associate the slicg defined by cuttingy’s main conclusioft with the

premise of the’d-link: the contractumis theh__ . +".

(1/?w): Bis made o, a!-link with main conclusion a premise ofind a?w-link with
conclusion the other premise of In this case, the contractufti is made of as
many?w-links as the auxiliary conclusions of thdink .

(1/?¢): B is made oft, a!-link [ with main conclusion a premise ¢fand a?c-link n
with conclusion the other premisebfin this case, the contractufhis obtained
from 3 as follows: let's calla; andas the two edges premises of the-link n.
We create a newlink I’ by copying the linki, and we pairwise contract the
auxiliary conclusions ofandi’: the conclusions of these néarlinks substitute
the auxiliary conclusions dfin 5. We then erase (and its conclusion) and
and we connect the main conclusion ¢fesp.l’) with a; (resp.as) by means of
a cut link. The sps associated withnd!’ are the same.

9This case yields thsingletonof the empty graph, that has not to be confused withetingty multiset

contractum of thé®; /& ;) redex.

1ONotice that this means that the premises of#h€3-links areordered we shall see in the transformation
associated with th@l /?¢) cut link that this is not the case of the premises ofttdinks (nor of the premises
of the cut links).

1we extend here the notion of “main conclusion of a box” to g\wice of the box.

12 case thé-link has no auxiliary conclusion, the contractum is theygiton of the empty graph, like in
the(1/L) case.
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(1/1): Bis made ot, a!-link [ with main conclusion a premise band a-link I’ having
the other premise of among its auxiliary conclusions. Let us callthe edge
shared by’ andt, andp the sps associated with The contractun®’ is a!-link,
which we still denote by’, having as conclusions the conclusiong’dfifferent
from o’ and the auxiliary conclusions éf and having as box the sps_ ., 7/,
wherey’ is obtained by cutting the auxiliary's conclusion corresponding td
with the main conclusion df (the sps associated withemains unchangetf)

Thecut-elimination==% is the context closure of the union of the reduction steps.
Given a spsr and a reducible cut in 7, we denote byt () the sps* obtained by
replacing the redex associated withy its contractum. We will also refer tgn) as a
one step reduct af. We say thak is the type oft wheneverr = (7). In the sequel
we will denote the seWN** (resp.SN°**) of weakly (resp. strongly) normalizable

sps w.r.t=5s simply by WN (resp.SN).

Remark 2.13.

e Notice that the cut-elimination procedure is defined withany reference to
correctness.

e Observe the restriction imposed in thex) case: in order for a cut to be of type
(ax), notonly one premise @fmust be conclusion of an axiom, but also the other
premise cannot be an auxiliary conclusion of dink. This restriction makes
every cut link of an sps of a unique type: in the absence ofiére would be a
(unique) case in which a reducible cut linlof an sps might have two different
types (ax) and (T /cc)). Notice that this little problem would not occur i
were rejected from sps links (see Remark). Anyway, this constraint does not
restrict the possible reductions starting from a sps, b&eahere is an obvious
(T /cc) reduction step having exactly the same effect ag k¢ reduction step:
choose the axiom link as thein the redex of( T /cc) (see Figures). Working
with reducible cut links having a unique type is simpler asdful in Sectiord,
when we define the notion of erasing cut (Definitibd).

¢ Notice that the(T /cc) step gives rise to non deterministic (and non confluent)
reductions: for example, a cut whose premises are auxitianglusions of two
distinct T-links I, I’ can be reduced by erasing eitheor I’. Anyway such
phenomena disappear when one considers only non erasingticet (see Def-
inition 4.1).

We now give a precise definition of the notions of ancestorrasiiue of a node:
the point is to know whether a node &ffr) has been created by the cut-elimination
procedure or was already a nodenof

L3Notice that ifp is the empty multiset, so is the box associated With
14The fact that(r) is indeed an sps can be easlily checked.
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Figure 5: The reduction steps for cut-elimination
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Definition 2.14 (Ancestor, residue).Let = be an spst be a cut link ofr andt(w) be
a one step reduct of associated with. When a nodé of t(7) comes from a (unique)
nodel of ™, We say thatl is theancestorof { in 7 and thatl is aresidueof 7 in
t(m). If this is not the case, therhas no ancestor im, and we say it is areatednode.
We indicate, for every type of cut nodef Definition 2.12 which links are created in
t(r) (meaning that the other nodesiofr) are residues of somes node). We use the
notations of Definitior2.12and Figures:

(ax): there are no created nodeg m);
(1/L1): there are no created nodeg i );

(®/%): the two new cut links between the two left (resp. right) pregsiof the¥-link
and of thex-link are created nodes;

(T /cc): there are no created nodes {m);

(@i/&;): if i = j, then the cut link between the two premises of¢h¢&;-links is a
created node. If £ j, there are no created nodegin);

(1/7d): every cut link between;'s main conclusion and the premise of th&link is
a created node;

(!/?7w): all the?w-links added during this step are created links;

(!/7¢): the new?c-links having as premises the auxiliary conclusiong ehd!’ are
created nodes. The two cut links having among their prentiemain conclu-
sions ofl and!’ are created nodes;

(1/1): every cut link between the auxiliarys conclusion corresponding 6 andl’s
main conclusion is a created link. (Notice that the “néwlihk !’ is considered
a residue of the corresponditdjink of 7, even though it might have different
conclusions).

2.4. Examples of reductions

After so many definitions, some examples might be usefulLet. us apply cut-
elimination to the spg of Figure3. If one reduces thé&; /@) cutp, the (&2/@2)
cutq, and then the two created cuts of type one obtains the sps of Figure6. Notice
that the sps™ associated with thelink m has now two occurences of the same slice
(consisting of aruz-link): if we had defined the sps a®tsof slices, we would have
missed one occurence of the slicerifi, so giving an “erasing” feature to thi&; /®;)
step which is quite unnatural. As already mentioned in thttuction, it is crucial
in order to apply Gandy’s method to have a good notiorm@sing cut-elimination
step: this will appear clear in Sectign where we split="% into the erasing and the
non-easing reduction (see Definitidri).

15Notice that! and!’ are both residues df
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Figure 6: The result of applying cut-elimination to the sp&igure3

Let us go on in the elimination of the cuts in the sgof Figure6. If one reduces
the (!/7d) cut r, then one gets the sps’ of Figure 7. Notice that this reduction
duplicates the unique slice af, since it opens a box containing two slices. This is
a tricky feature of sps (due to the presence of additive sjicthe reduction of a cut
of type (!/?d) (like r) may duplicate other cuts at the same exponential depté (lik
the cutst ands in «’). We tame this kind of duplication in Sectid) where we

prove that the “logical” subreduction of (Definition 3.1) is strongly normalizing
(Proposition3.4).

Yet another remark on the reductionf notice that the residues of the clash
of Figure6 are reducible cuts of Figurgé Thus, let us reduce these residues,ahe
(1/L) cuts so obtained and the tw&; /@ ;) (i # j) cutsu andv in the box associated
with o: we obtain the sps’”’ of Figure8. Notice that the two reduction steps of type
(&;/®;) (i # j) have erased both the slices of the sps associatedwithnsforming
it in the empty multiset of slices. This is really differembfn the reduction of the cut
of type(1/L), which has transformed the subgraph consisting in thek, the L -link
and the cut in the empty graph: pay attention not to confusgtesps (i.e. empty
multiset of slices) with the empty slice (see also Renafx The spsr’”’ of Figure8
is a cut-normal form. Notice however that”’ contains the deadlock in general
cut-normal forms may contain non-reducible cuts, i.e. clasiekeadlocks.

Let us come now to the problem of normalization. The cut-iation procedure
applied to an sps may lead to infinite reduction sequences basically in twtirdis
cases: (i) either becauseis not typable (by LL formulas, see the grammar in Fig-

Figure 7: The result of applying cut-elimination to the sp&igure6
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Figure 8: The result of applying cut-elimination to the sp&igure7

ure 17) or (ii) becauser is not correct (w.r.t. a notion of correctness which will be
introduced in the following Subsectiéhb). We give an example of (i) in Figui® and
examples of (ii) are in Figurgéland in Figurel2. Let us comment a bit each of them.

The spsdéd of Figure9 is taken from L8]: it is a simplification in the setting of
nets of the most famous-term which is not normalizabledA, with A = Az.zx.
Figure10shows thato reduces to itself. The s@9 is not even weakly normalizable,
and it is not typable by LL formulas, even if it is correct irethense that it satisfies the
AC condition of Definition2.15

Let us now consider the slice of Figurell: « is typable by LL formulas, but it
is not switching acyclic (Definitio.15 owing to the cycle crossing the cut, thénk
and the?c-link. Such a cycle is the actual reason for the loop pictimgeigure 11

We can use the slice of Figure 11 to show a last intriguing example of cut-
elimination. Lety be the slice obtained from by erasing the cut link, then consider
the slices defined in Figurel2: (3 is a counter-example both to the confluence and to
the normalization of cut-elimination for sps which are notrect (they don’t satisfy
the AC condition of Definition2.15. On the one hand, if one reduces tfi¢!) cut
t, then the created c\it/?d) and last the create@® /%) cut, one obtains the slicé
of Figure12, which is not weakly normalizable since reducing the €ueads to a
looping cut-elimination, similar to the one described igltie11l. On the other hand,
if one reduces the cutin 3, then one obtains the slige of Figurel2, which is even
strongly normalizable: its (unique) normal formds (notice that the cut has become
a deadlock, so it is not reducible any more). This examplarbteshows that if we drop
the AC condition, we loose both confluence and weak (thus stronghalizationeven
for typable sps

Figure 9: The slicéé which is notWN

21



cut+

Figure 10: A proof thabd —— §d

The main result of this paper is the standardization thedogrmorrect sps (i.e. for
sps satisfying\C, Definition2.15: for correct spSVN ¢ impliesSN (Theorermy.2).
One crucial step in the proof of TheoretriR is Proposition4.1Q for correct sps non-
erasing weak normalization coincides with non-erasingrgfmormalization. Observe
that the slice3 of Figure12 gives a counter-example to this equivalence for sps which
are not correct (which don't satisfy th&C condition of Definition2.19: 5 can be
normalized without applying erasing steps (in the preoisess of Definitiord. 1), but
it is not strongly normalizable. More in detail, this couréxample is due to (i) the
presence of deadlocks (the ¢u$ not erased by one reduction stegdobut it becomes

a deadlock), (ii) the failure of the confluence-8%: for general sps (indeed one of the

Figure 11: An example of slice s.t.« <F, o, The slicen is typable by LL formulas
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Figure 12: A counter-example to normalization and confleefcut-elimination. The
slice~ is obtained by removing the cut from the sliegictured in Figurell

main ingredients in the proof of PropositidriOis the confluence of (a labelled variant
of) cut-elimination on correct sps, Theoreéni8).

2.5. Switching acyclicity

Cut-elimination can be performed without any referencedwextness. However
we noticed in the previous subsection that in presence dfccgps there are “bad”
computations (even without additives and even for typapk:sthe weak (and the
strong) normalization property fails, so as the confluemopgrty (recall the example
of Figure12).

We will then use in this paper the weakest (standard) notfmorectness known
in the litterature, requiring to our sps to be “switching @@y’. Switching acyclicity
is required “slice by slice” (Definitio.15. We use this condition to avoid cyclic sps
(not enjoyingWN), and to prove Theorerh.18

Definition 2.15 (AC condition). A switchingof a flat« is an undirected subgraph of
« obtained by forgetting the orientation afs edges and by deleting one of the two
premises of eacty-node and’c-node ofa.
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We say that an sps is switching acycli¢ or, equivalently, thatr satisfiesAC, if
every switching of every flat of is an acyclic graph.

Examples of sps satisfyin§C are the sps of Figure® 10 and all sps pictured in
Sectionb.

The following proposition is an important property of spjigh will be used in
this paper to proveN and confluence of thetr-reduction (Prop3.10and Prop4.15:

Proposition 2.16. Letr be an sps andlbe a cut link ofr which is not of typé T /cc)*®.
If = satisfiesAC thent(n) satisfiesAC.

PROOF Standard (se€)). O

160ne has to refus€T /cc) steps, essentially because they are not “local”; for theesarason( T /cc)
and(ccad) steps of f] and [24] can be performed only in presence of correctness, and ofci stionger
notion of correctness thehC.
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3. Two results of strong normalization

cut

In this section we define two notable subreductions-6$: thelogical reduction

str

1°€, and thestructural reduction=% (Definition 3.1). The union of the logical and

structural reductions i§%. A basic fact, crucial in the next Sectidnis that both%,
and =%, areSN on sps satisfying\C (Proposition3.4 and Propositior8.10), even if
their union<% is not evenWN (see the example of Fig.0). More precisely, we
define two measures on sps|.., and|r|s., (Definition 3.3 and Definition3.8), and
we prove thafr|,. (resp.|7|str) Shrinks after every logical (resp. structural) reduction
step. In addition, we briefly discuss how the structural ctidn increasesgr|,., and
conversely how the logical reduction increagels.., in accordance with the fact that
cut-elimination is noWN.

Let us stress that thecr-measure is really sharp and it can be generalized to other
notions of net (like for example differential ne®q, [26]).

Definition 3.1. The logical reduction denoted by1°—g>, is the context closure of the
reduction stepgax), (1/L1), (®/%), (T /cc), (®:/&;), and(!/?d). Thestructural
str

reduction denoted by—, is the context closure of the reduction stépSw), (!/?c)
and(!/!).

. 1 t . . . . t
Notice that—%: and-=% have no reduction step in common and their uniofi¥s.

3.1. The strong normalization ofe,
We now prove that>%: enjoys strong normalization: inde&i*°¢ containsevery

str

sps, regardless its correctness. This is a sharp diffemgiticehe case of——, where
strongstr-normalization holds only for sps satisfyidgC: for example the slicex of
Figure1l does not satishAC, and it is not stronglytr-normalizable (actually not
even weaklystr-normalizable).

Consider an sps which has at most one slice, and recursively s.t. every box of

7 has at most one slice. For suchrathe proof that=%: is SN is immediate: every

reduction step of %%, strictly decreases the number of linksoéind keeps the property
of having at most one slice in each box. However, in the gémasse the links of an

sps might increase after &% reduction: ifr has a boxr® associated with &link
o and containing more than one slice, thefl/&d) step “opening’o will (additively)
duplicate the links at the same depthbaas many times as the number of slicesof
This means we need to find a sharper measure on sps than #esirisiorder to point

out what is decreasing undef®. In some sense, the previous remark concerning a
very special case of sps can also be used in the general bas&stto the notion of
single-threaded slicentroduced in 16].

Definition 3.2 (Single-threaded slice,16]). 1’ A single-threaded slicegth for short,
of depth at mostl is a slicea of depth at most s.t. with everyl-link at depth0 of « is

1"There are actually two differences w.r1§: in that paper the authors define thetof sgth of a proof-
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Figure 13: The multisetgth(7), wherer is the sps of Fig3, consists of four single-
threaded slices, given by the above picture takig j € {1,2}, h # j.

associated either the empty sps (with the appropriate usioel) or a single-threaded
slice of depth at most — 1.

Given an spsr we definesgth(w), the multiset ofsgth of 7, by induction on the
depth ofr. In caser has depth), thensgth(w) = [x]; in caser has depthi + 1, then
a € sgth(m) iff « is obtained from a slice’ of = by choosing for every-link o at
deptho of

e the empty sps (with the appropriate conclusion), in case gps is associated
with o in 7,

e asgth of the sps associated with otherwise.
For an example see Figui8, which shows thegth of the spsr of Figure3.

Definition 3.3 (Log-measure). The log-measure of an spsis a natural number, de-
noted by|r|,.; and defined as follows:

|TT|10g = Z size(a)

aesgth(m)

For example, consider the spsof Figure 3: it has foursgth and each of them
has18 links (see Figurel3), so|r|1,s = 18 x 4 = 72. Notice that for every sps,
the log-measure ofr is the sum of th& og-measures of the slices of i.e. |7|1,; =

Zaéﬂ' |a|1°g‘
Proposition 3.4. The reduction™%: is SN on the Sps.

PROOF We prove thatr log, = implies|7|1og > [T|og- First, let us restrict to the
caser has exactly one slice, from which the general case follows, as showed at the
end of the proof.

net, we are instead interested in theltisetof sgth of an sps (this difference is due to the fact that our sps
are multisets of slices and not simply sets, as it isl#]); the other difference is that while il §] there is
exactlyone slice associated with evelrjink, we have herat mostone slice (this difference is necessary to
deal with the case dflinks having an empty sps inside in Propositit).
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1 . . .
Leta —=; 7, we Prove|alieg > |ali0g- The proof splits in the six cases asso-

ciated with the types of thes, steps: we treat in detail only the case afl &’d) cut
at depth0 in «, the other cases being immediate. Remember Figared the notation
of Definition 2.12in the (!/?d) step. Let¥;<,7v; (n > 0) be the sps associated with
thel-link [ of o, so thatr, = ¥;<,a}. If n = 0, thenn, is empty ¢ is erased) and
clearly |aliog > |Tal10g!®.  Otherwise, let € {1,...,n} and letsgth(a); be the
multiset ofsgth of o choosing the slice; for I (thussgth(a); C sgth(a)). Notice that
sgth(a) = >°, ., sgth(a);, soin particulafa|ie = >, -, | sgth(a);|10e; Moreoverto
every: and everys € sgth(«); it corresponds exaclty one elemetite sgth(a)) and
size(0) = size(8) + 2 (in B’ the!-link [ and the?d-link abovet have been erased), so
| sgth(a)iliog > |0 |10g. SINCET, |10g = Zign |} |10g, We concludéa|iog > o |10g-

Let’s consider now the general case of an spsupposer Log, 7, then there is

. . 1
a slicea € m and a multisetr, C 7 s.t.aw — 7, andn\[o] = T\7.°. We have
already proved thaty|1og > 7o |10g, SO:

|7T\[0‘]|log + |0‘|log
[T\Tal10g + |at]10g
|f\7ra|1°g + |7Ta|10g
|f|log

|7T|log

Vvl

O

Notice that the proof above uses the property that aﬁé‘iéastep the number of

elements of the multiset egth of an sps cannot increaseif-%: 7, thensgth(7) has

at most the same cardinality ssth(w). It is remarkable that this property fails under
=*,: for example, ifr =5 7 is obtained by &!/?¢) step thersgth(7) might have
more elements thasgth(r), since we have duplicated the possible choices one has to
do on the duplicatettlink in order to obtainsgth(7). The increase of the number of
sgth in 7 entails the increase of ti®g-measure: in thé¢!/?c) case, we can very well
have|r|iog < |T|10g-

3.2. The strong normalization 6£=

We now want to prove that-=> enjoysSN on sps satisfying\C (Prop.3.10. As
already mentioned in the Introduction, the delicate poettibd Prop3.10is that the
reduction of a cut may affect the reduction of other cuts, even at the same exji@ah
depth ag. The critical pairs presented in the proof of Lemra4 of Section4 are
examples of this “meddling” of atr-reduction step in anothetr-reduction step, the
most evident example being the sliceof case 2 of the mentioned proof: in that case
the reduction of the cuteven changes the type of the eurom (!/!) to (!/7¢).

18This case motivates our variant DefinitiBr2 of sgth: if exactly one slice were associated with every
I-link, in this case we would hawth(7) = sgth(7) = 0 and nothing would decrease.

19We use here the standard set notation for multisets of slimesexampler\ [o] is the multisetr of
slices without one occurrence of the slice
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Figure 14: Behaviour of an exponential path meeting stmattinks (i.e.!-, 7w-, 7c-
links) and cuts (it stops on all the other links); detlinks a path can choose which
premise to follow

The key ingredient we found to tame this meddling of cuts @lifle of their fellows
with the same exponential depth is the following notionegponential dependence
(Definition 3.5).

e given two cuts at the same exponential deptind r, the str-reduction oft¢
affects thestr-reduction ofr only if the premises of “depend exponentially”
on the premises af

e exponential dependence is (in some sense) stable andeeduction.

Definition 3.5 (Exponential dependence)Let = be an sps, and let be an oriented
path in a flat ofr. We say that) is exponentialvhen (see Figura&4):

e ¢ crosses only structural links (i.e. links of tyh€w or 7¢) and cuts;

e if ¢ crosses an edgeupwards, ther is an edge (conclusion or premise) of a
structural?-link (i.e. a link of type?w or ?¢) or an auxiliary conclusion of a
I-link;

o if ¢ crosses an edgedownwards, then is the main conclusion of lalink which
is also premise of a cut link.

Given two edges andb, we say that: exponentially depends dégnwhenever there
is an exponential path fromto b. Given an edge, we denote byred(a) the set
of theimmediate predecessors @fi.e. the set of those edgésuch that there is an
exponential path from to b crossing exactly one node.

The following fact allows to make induction on the maximaidgh of the expo-
nential paths starting from a given edge

Fact 3.6. If 7 satisfiesAC, then every exponential path ofis finite.

200ne could also make induction on the following well-foundeattial order on the edges of an sps
satisyingAC: a >..p b whenever there is an exponential path frarto b. However, the proof that c.p
is indeed a partial order is not immediate, and this papes doelack delicate proofs...
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PROOF Immediate consequence of the fact that every exponeraihlqf 7 is a path
of some switching ofr (remember Definitior2.19: hence ifr satisfiesAC, thenn
has no exponential cycle. O

Given an spsr satisfyingAC, we define two functions{d™ andln™) associating
an integer with every edge(resp.!-link o) of r. What happens (as the reader will see
during the proof of PropositioB.10), is that for every-link o at depth0 of «, on the
one handwd” (o) is an upper bound for the number of timesan be copied during
a str-reduction sequence starting from and on the other hana™ (o) is an upper
bound for the depth of’s residues during atr-reduction sequence starting from
A first evidence that the length of ther-reduction sequences starting from an sps
is bounded, is the existence of these two functions: thetimmerd™ “measures” the
maximal “width” of r’s reducts while the functiom™ “measures” the maximal depth
of 7’s reducts.

Definition 3.7. Let = be an sps satisfyindC and leta be an edge of, at any depth.
We definewd” (a), thewidth of @ in 7, andIn” (a), thelengthof « in 7, by double
induction: the first parameter &pth(w), the second one is the maximal length of
the exponential paths af starting froma.

1+ sup(In?(a”)) +1n"(b) if a is an auxiliary conclusion of &link

vep with main conclusiom, boxp anda? is the
In"(a) := conclusion corresponding wof the slice
Y Ep
1+ sup (In"(b)) otherwise.
bepred(a)
1 if pred(a) = 0,
(1+ de”(cﬂ)) wd™(b) if ais an auxiliary conclusion of &link
YEp with main conclusiom, boxp anda” is the
wd"(a) := conclusion corresponding wof the slice
v Ep,
> wd(b) otherwise.
bepred(a)

We extendwd™ andIn” to the!-links of 7, by setting for a-link o with main
conclusiorb: In™ (o) = In" (b) andwd™ (o) = wd™ (b).

We will often simply writeln(a) or wd(a) (resp.In(o) or wd(o)), when there is no
ambiguity on the sps we refer to.

If a is an auxiliary conclusion of &link o of an sps satisfyind\C, theno’s main
conclusion is the unique immediate predecessat, o thatpred(a) # 0: this is
used in the previous definition efd. Notice also that by definitioim(a) > 0 and
wd(a) > 0. Finally the long-awaited definition aftr-measure:

Definition 3.8 (str-measure). Thestr-measure of an spssatisfyingAC is a natural
number, denoted bjyr|s:, and defined by induction atepth(7), as follows:
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|7T|str = Z Wdﬂ— + |7T0|str))
10(m)

where!?(r) denotes the set dflinks at deptto of r, and=® denotes the sps associated
with the!-link o (see Definitior2.2).

Consider for example the slideof Fig. 9, we haven® (b)) = 1,1n’(a) = 1+1+1 =
3andIn’(d) = 1+ sup{1,3} = 4; as for the width,wd’(b) = 1, wd’(a) = 2,
wd®(d) = 3. Thus|d|ssr = wd®(b) - (In’(b) + 0) = 1. Then consider the slic# of
Fig. 9, we haven® (e) = 1 + In®(d) = 1 + In°(d) = 5 andwd’®(e) = wd®’(d) =
wd®(d) = 3. S0 thadd|ser = 1+ wd® (e) (In°(e) + [d]ser) = 1+ 3(5 + 1) = 19.
The reader can check that ther-reducts ofé¢ (i.e. the slices pictured in the above
line of Fig. 10) have astr-measure striclty less thddj|s.,. Moreover, notice that the

reductionss =%, 55 containslog-steps (thed ones represented in the lower part of
Fig. 10).

The following fact shows some kind of “modularity” and of “matonicity” of the
functionsln andwd, two ingredients of PropositioB.1Q Recall the notion of module
of Definition2.11

Fact 3.9 (Modularity). Leta = w[g] anda’ = w|[g’] be two switching acyclic slices,
where the module’ replaces the modulg in o’. For every pending edge (i.e. con-
clusion or hypothesid) of 3, denote by’ the corresponding pending edge/f The
following properties hold:

1. let b be a pending edge gf and suppose thdt exponentially depends in[]
only on edges af[], i.e. if b depends om # b, thenc is not an edge of. Then
1na(b) In® (v') andwd® (b) = wd® (v');

. if dis an edge ok WhICh is not an edge ¢f and |f for every pending edgeof
ﬁ we havdn®(b) = (b’) (resp. In®(b) > In® (b’)) thenln®(d) = In® (d)
(resp.In“(d) > In® ( )), the same holds fowd.

PROOF Itis a consequence of Definitigh7. O

As for thelog-measure, thetr-measure ofr is the sum of thestr-measures of
the slices ofr, i.e. [T|ser = Y- e [str-

Proposition 3.10. The reduction™= is SN on the sps satisfyingC.

PrROOF Forr satisfyingAC, we prove thatr RGN implies |7|sey > [T|stre- We re-
strict to the cas& has exactly one slice: the extension to the general case is obtained
exactly as in the proof of Propositi@4.

So leta be a switching acyclic slice and 5%, .. First remark thatr, contains
a unique slice (a glance at Figusavill convince the reader). Let then, = {«’} and

str

lett be the cut link ofn reduced during the=— step under consideration. Our goal is
to show|a|str > |@|ser. Actually we prove a stronger statement, by induction on the
depth oft:
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Figure 15: Theg!/?¢) case of the proof of Propositid10

(1) |ostr > | |strs
-
(2) for every conclusiod of a, let d be the conclusion o’ corresponding td, one
[ ’—>
hasln®(d) > In® (d ) andwd®(d) > wd® (d).

Base of induction. If ¢ has depttD, then we have three cases, depending on the
type oft.

Case(!/7c¢). If tis a cut of typg(!/?¢c), then (see Figuré5) let! (resp.o) be the
?c-link (resp.!-link) whose conclusiom (resp. whose main conclusiohis a premise
of t, letay, ay be the premises df and letoy, 0; be the two copies of in o': E) and
a;,i € {1,2}, are premises of a cut link.

Let S be the set oF-links at depth) of « different fromo, i.e. 1°(a) = {0} US (and
the union is actually a disjoint union). Observe that eveligk v € S has a unique
residuev’ in o/: we havel®(a/) = {07, 03} U S. We use in the sequel the notatioh
for the box associated with thdink v (see Definitior?2.2). Let us define:

|S|str = Z(Wdo‘(v)(lno‘(v) + |7Tv|str))

veES

Sleer = > (wd® (T)(In®

ves

’

(?) + |7T?|str))

Then by definition we have:

|O‘|str = Wdo‘(o)(lno‘(o) + |7TO|str) + |S|str

|/ |ser = wd® (O_f) (hla/ (o_f) + 7ro_f) + wd® (0_5) (lna

/

— —
(02) +7%) + |5 st

Consider any conclusiod of o in « different fromb, denote asd the conclusion

of the ?c-link created ina’ and corresponding td, and denote ad_f,d_; the two
premises of thigc-link, one being an auxiliary conclusion o, the other one be-

ing an auxiliary conclusion ob; (see Figurel5). We proveln®(d) = lno‘,(j) and
e
wd®(d) = wd® (d).
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Since« satisfiesAC, the edges;, i € {1,2}, does not exponentially depend on
any edge involved in the reduction 6f so by Fact3.9-1, one hadn(a;) = In(a;)
andwd(a;) = wd(a;). Then the following equalities hold, where fore = (resp.

v € 71'0_1')) we denote byl the conclusion of, corresponding to the auxiliary conclusion
d of o (resp. ofo; ):

In%(d) = 1+sup,cno(In?(d7)) +In®(b)
= 24 sup, o (In7(d7)) + In%(a)
- 3+supve,rz(1n (7 ))(14— s(tilp{)l)n(a;),(ln() 2)})
SUp., ¢ a1 (In7 (d” + In(ay
v (51D . (10 7)) +(a3) + 2) |
1+lsglf>>{ln ( 1), In” (dg)}
In® (d).

As for wd®(d) = wd® (d ):

wd®(d) = (1+ > emo Wd (d")) wd®(b)
= (1+ > emo wd”(d")) wd®(a)
= (1+ > eme wd (d7 ) (wd(a1) + wd(az))
= (14X, cpm wd"(d7)) wd(a__f)) + (142 cpms wd(d)) wd@:)
= (1+ zveﬂm de(dv)) wd(b1) + (14 2, cpes wd? (d7)) wd(bs)

wd®’ ( d ).
This implies by FacB.9-2, that for everyv € S one hasin(v) = In(7’) and
wd(v) = wd(7), and that for every conclusiod of o, In®(d) = ln“/(d) and
-

wd®(d) = wd"‘/( d): in particular @) holds.

As for (1), notice thatIn(o) = 1 + sup {In(o7),1In(03)}, so thatin(o) > In(o;)
(i € {1,2}). Notice also thatvd(o) = wd(o1) + wd(0z2), as well ast® = =
(i € {1,2}). We can then deduée

wd(0)(In(0) + [7°lssx) > wd(07)(In(37) + |7 |ser)
+wd(o 2)(1n( 2)+|7T02|str)'

On the other hand, for every € S the box associated with in = is the same
sps as the box associated with in o/, so that|r”|s;; = |77 |stz. This means that

|S|str = |§>|m. This equality and the inequality above yiétd ., > |a/|str-

Case(!/!). If tis of type(!/!), then (see Figuré6) let o (resp.u) be thel-link of
which the main (resp. an auxiliary) conclusiefiresp.b) is a premise of, letc be the

2lwe use here the fact that for every edgef «, one haswd(a) > 0, as already mentioned after
Definition 3.7.
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Figure 16: Theg!/!) case of the proof of Propositidh10

main conclusion of:, let % be the residue of in o’ and for every sliceﬁ> en® (if
any) leto” be the copy ob WhICh ‘entered” theé-link « during the reduction of and

finally let? be the cut created nﬁi by the reduction of.
We set!(a) = {u,0} US, i.e. S is the set ofl-links at depth0 of « different
from » ando. Observe that eachlink v € S has a unique residug in o/, so that

(') = {w}US. Letus define:

Sler 1= Toes (W @)IT0) + )
[Slser = Z?e?(Wda () (In" ( V) + 7Y Jstr)).-

Then by definition we have:

lalser = wd(u)(In(uw) + |7%sex) + Wd(g?(ln(o) + |7°lstx) + |[Sstr
o/ [ser = wd(W)(In(W) + |77 [ser) + |5 |str-

Consider any conclusiosof « in « different fromb, and denote as the conclusion
of @ in o/ corresponding tal. If d = ¢, thend does not exponentially depend on
A d
any edge involved in the reduction ofso by Fact3.9-1, one hadn®(d) = In® (d)
e d —
andwd®(d) = wd® (d). If d # ¢, let 7 (resp.7 ) be the box ofu (resp.w). By
Definition 3.7 (with the same notations), one has:
In®(d)
A ad
In® (d

= 1+sup . (In?(a?)) +In%(c)
) = l+sup=c w(ln V(a7

)) + 1% (€).

Notice that every edge conclusion ofr* exponentially depends only on edges which

are not involved in the reduction 6fso by FacB.9-1 we haveln™" (g) = ™" (9).%
Since we already noticed thht*(c) = In®(¢’), we can eventually conclude that for

22Notice that we are actually using a slight variant of Fa&1: with the notations of Fac8.9, some
pending edges g8 and3’ do not coincide. These edges are conclusions afida’ and it is easy to check
that Fact3.9-1 holds in this case too.
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every conclusior of w in 7 different fromb one hadn(d) = ln(j), and in the same
—
way one obtains the equalityd(d) = wd(d ). In particular,ln(u) = In(%) and
wd(u) = wd(W).
N

Then, consider any auxiliary conclusidrof o in «, and denote byl the conclu-
sion of W in o/ corresponding td. Also in this case we will provin®(d) = 1n0/( d)
andwd®(d) > wd® (d). Still by Fact3.9-1 we have thatn®(5%) = In” (b7 ) and
wd?(b?) = wd? (b7 ).23 The following equalities hold (where, like in tii&/ ?¢)-case,
d” denotes the conclusion of the sligeeorresponding ta):

In%(d) = 1+sup,c..(In?(d?)) +In%(a)
= 24 sup, o (In?(d7)) 4+ In“(b)
= 3+sup,cqo(In”(d7)) + supgere (lnﬁ(bﬁ)) +1n%(c)
= 34 sup, e (In7(d7)) + SUPG v (lnﬁ (b7)) + In® ()
= 3+supg_ - (Squefroﬁ (In7(d7)) + lni(bﬁ )) +In® (7€)
= 2+supg. - (sugweﬁoﬁ (I (d")) +” (a?)) + In® ()
= ltsupg .« (In?(d?)) + m* (¢)

—

In a similar way we prove thatd(d) > wd® (d):

23gee footnot@2.
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yE™ Ben®
_ <1+ S wd(d7) + wd? (67)+ 3 de(dv)wdﬁ(bﬁ)> wd® (@)
YET? E’eﬁv ﬁewﬂ
yeET®
> <1+ > wd? (b7 + > de(dV)wdﬁ(b5)> wd® (7)
Ben® BET(E
’YEﬂ'Dﬁ
- <1+ > (1+ > de(dW)) wdﬁ(bﬁ)> wd® ()
penv ’YE?TOB
= (1+ wd? (4P )) wd' ()
E)GWT
e d
=wd® (d)

Like in the('/‘?c) case, all this implies by Fa8t9-2, that for everyv € S one has
In(v) = In(7") andwd(v) > wd(7@'), and that for every conclusiahof o, In®(d) =

In® (_)) andwd®(d) > wdo‘/(g): in particular @) holds.
As for (1), we first prove that

wd(u )(ln( )+ |7r |str) < wd(u) (ln(u) + |7T“|str) + wd(o) (ln(o) + |7T0|str) )

In caser™ is the empty set of slices, the inequality holqlsu lstr = |T"|str = 0,
so thatwd(w) (In(w) + |7T“|3tr) = wd(u)(In(u) + |7%]sex) < wd(u)(In(u) +
| ]sex) 4+ wd(o)(In(o) + |7r0|m) (sincewd(0),In(0), [7°|stz > 0). In caser® is
not empty, for@ € = (resp B e %), defineHs = 2 + In” (%) + [7°|cer (reSp.
Hz =2+ In” (bﬁ) + |7r° |str): Notice thatHg = Hz >0 (we are usingr® # 0),
and this will be used in the following sequence of equalided inequalities. By
definitionIn(o) = 2 + In(u) + sup e (In” (b7)), so we have (using Fa8t9):

35



wd(0)(In(o) + |7°|str) > wd(o (2 + sup (ln bﬁ)) + |7TO|3tr)
pemy

1+ Z Wdﬁ bﬁ )(sup Hﬁ)

w1+ i

> wd(u) (ES;Z’;) + w(u) (ﬁ; wd”(b) Hy)
i) o, 13) a5 a0
= ) 1) i) 5 7 it
>wd(@)( Y wd? (o7 )H5)
__Wd(g>_§§2(wd?(oﬁd(z+4n B17) + 117 o))
_ (wd(ﬂ’)ﬁjﬂ ) wd? (07))

4 wdfﬂe’l ) (wa” 7)1+ 67) 47 |oer))
= (wd(T) ﬁzjvev;%?))

¥ wdfﬂe’l (70707 415 o))
> wd(T) : j;ﬂ P07 07 )+ 177 o))

Moreover, sincén |y, = Zﬁew |Blstr, We have:

e = Sgere (Blewe + 9% (07) (107 (07) + 1 o)
= 7ot + X5 e (Wd7 (07) (107 (0F) + 77 fser))

Now remember that'd(u) = wd(%) andln(u) = In(7). Thus:
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wd(W)(In(@) + 77 [sx) = wd(u)(In(w) + |77 [sex)

= wd(u) (1n(u) + |7 str

< wd(u) (ln(u) + |ﬂ'“|str) + wd(o) (ln(o) + |7T0|Str).

On the other hand, for everye S the box associated within « is the same sps

as the box associated witli in o/, so that|S|si; = | S|stz. The previous inequation
allows then to concludgy|sr > @ |str-

Case(!/?w). If tis of type(!/?w), then the case is simple and left to the reader.
Notice that in this case the values of length and width canedese, since the reduction
of t erases &link.

Inductive step. If ¢ is a cut in al-link o of o/, thena’ is obtained by replacing
the boxr® associated witl» with a box7® s.t. 7© == 70, By induction hyEJothesis
we know that {) |7°|str < |7°|ser, and @) for every conclusionl of 7°, In™ (d) >
™ (d), wd™ (d) > wd™ (d).

By Fact3.9-2, this implies both{) and @) for «, o'. O

We conclude the subsection by noting that (in a perfectlyragtnic way w.r.t. the

log-measure) thetr-measure may increase undets: indeed, the reduction s,
can change the exponential paths of an sps and their lengthsnorease (think for
example of the main conclusion of-dink o which is the premise of ai-link itself cut
with a!-link «: after the reduction of thé /?d) cut, some exponential paths disappear
and some new ones starting framand crossing edges afs box might appear and
might be longer than the erased ones: this is exactly whatdrapin the last reduction
step of Fig.10). If the length of exponential paths grows, so do also thaesbf the
functionsln andwd, and consequently thecr-measure.
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4. Standardization for sliced pure structures

In this section we prove our main result: the standardinatieorem for sps (The-
orem4.2). Basically, the standardization theorem reduces thelpnolf SN to a
problem of WN w.r.t. a subreduction of%, callednon-erasing reductionThe non-
erasing reduction steps have a key property: they nevee exgs different from the
reduced one. In fact, the notion of non-erasing reductientbde definedery care-
fully: not only a non-erasing reduction step does not erasg, dut also it does not
erase (nor change the non-erasing nature of) “future ctitatis of cuts which can be
created during any reduction sequefte.

Definition 4.1 (Erasing cut). Theerasingreduction steps are the following:
o (B;/&;)fori# 3, (!/?w) and(T /cc),

e (1/7d) (resp.(!/!)) in the case the empty sps is associated witH ik whose
main conclusion (resp. auxiliary conclusion) is a premigbecut to be reduced.

The other reduction steps are callesh-erasing

The erasing (resp. non-erasing) reduction, denoted-bfresp. by—=), is the
context closure of the union of the erasing (resp. non-egaseduction steps. A cutis
erasing (resp. non-erasing) when so is its reduction.

Theorem 4.2 (Standardization for sps).Let = be an sps which satisfiesC. If 7 €
WN™¢, thenw € SN.

With respect to the description of Gandy’s method given m lthtroduction, the
standardization theorem achieves all the tasks excepttuod of WN . We split the
proof of Theoremt.2in two parts: in Subsectiof 1we prove thagN is a consequence
of SN™° (Proposition4.5), in Subsectior.2we prove the equivalence betwegN
andWN ¢ (Propositiord.10. This last step is the most delicate one, and uses the key
notion of labelled sps and labelled reduction (Definilb@and Definitiord.7).

4.1. SN is a consequence 6N

In this subsection we prove Propositidrs: SN is a consequence 6N . The
proof is based on two simple facts: (i) erasing steps canyaa postponed after
non-erasing ones (Lemnagd); (ii) there is no infinite sequence of erasing steps (the
= reduction clearly decreases the size of an sps). Then sepipe exists an infinite
sequence of™, steps starting from an sps(i.e. supposer ¢ SN). This sequence
should contain an infinite number of non-erasing steps:drgiing Lemmat.4we then
obtain an arbitrarily long sequence of non-erasing stepsisy fromsr, i.e. 7 ¢ SN™°.

Lemma 4.3. Let m and 7’ be two sps. Ifr = 7, then every cut link’ of 7’ has an
— —
ancestort’ in . If ¢ is non erasing, the two cutsand ¢ have the same type.

24This might sound a bit mysterious by now, but it will appeaftith light in Subsectiors.2
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PrROOFE The only links which might be created by an erasing reducsiep are’w-

links (see Definitior2.14): and<t_’ might have a different type only {f is erasing.
O

Lemma 4.4 (Postponement of>). The reduction®s can be postponed w.r.t. the re-
duction— (see Figured(e)).

PROOF. Supposer = m; — m,. Letu (resp.t) be the cut reduced im = 7 (resp.
in T —> m). By L&mma4.3 and by thg_hypothesis thatis erasing, we d&duce
thatt has an ancestot in 7 and thatt and ¢ have the same type: in particular is
non-erasing. o

We definers as the result of reducing in = (somr — m3). By inspection of
cases one can check that reducing the residues(ahich are all still erasing) inrs
yieldsms, i.e.m3 — ms. O

Proposition 4.5. Letw be an sps. lir € SN° thenw € SN.

PROOF Suppose that ¢ SN and consider an infinite reduction sequence starting

cut

fromm R =7 <% 1 25 1 <25 .. Observe first thak has no infinite suffix of
erasing steps, since the number of links strictly decreaiseach erasing step.

We will define for any numbert a sequence of — steps of length starting from
7, hence proving that ¢ SN™°. Letk be the least number (if any) sty — 75 1.
We define by induction onn — k.

If & > n or k does not exist, then simply takg as the prefix of? of lengthn. If
k < n, letm be the least integer st > k andr,,, — 7,41 (thism does exist since
R has no infinite suffix of erasing steps). Apply— k times Lemmat.4, for obtaining
an (infinite) sequence of reductioR$ which has a prefix of length + 1 of = steps.
We obtain@ by applying the induction hypothesis i&. O

4.2. SN°is a consequence &¥N

This subsection is devoted to prove Proposidohd the weak and strong normal-
ization of = are the same property for sps satisfyiag. Our proof is quite delicate
and it is based on a confluence theorem (Theactel8), following a method proposed
by Gandy in the framework of Godel's systemd[.[

The basic idea is to find a measure, on sps which is a natural number and to
prove that:

(i) || strictly increases undef>,
(i) = is confluent.

Then if an spsr has a normal form’ (i.e. if 7 € WN™°), we can deduce that the
number|z’|, maximizes the length of every>s reduction sequence starting from
(and thusr € SN™°).

In order to define this increasing measure, we change a béytitax of sps, defin-
ing the labelled sps (DefinitioA.6) and the labelled cut-elimination (Definitiagh7).
The labelling plays the role of “counting” the number of steggpplied to an sps, thus
allowing the definiton of an increasing measure (Definitio8).

Our guidelines in the definition of labelled sps and of theit-elimination are the
following:
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(i) labels will be used to define the measure which has to asgrender cut-elimination
(ii) to apply Gandy’s method we need confluencel&drelledsps.

We then introduce “new” links (actually dummy links) whosaque role is to partic-
ipate (by means of their labels) to the measure of the spsaléhemx-links. These
dummy links are the only labelled ones. The idea is to assowidh every flat of an
sps a unique-link, whose label is actually “the label of the flat”.

Definition 4.6 (Labelled sps). The x-link is a link without premises nor conclusions.
A labelled sliced pure structures’ps for short, is a couplér, ¢) s.t.7 is an sps with
exactly one occurrence of thelink in every flat ofr, and/ is a function from the
occurrences of-links of 7 to the natural numbers, which is thabelling of (r, £).

Thedegree of the labelling ofr, /), denoted by/¢|, is the sum of’s values on the
occurrences of-links of 725.

Definition 4.7 (Cut elimination for s’ps). Lett be a cut of(r, ¢). We allow to reduce
t only in case it is non erasing. The result of the reduction f the $ps (r/, ')
defined as follows:

1. «’ is the result of the reduction ¢fin = defined as in Definitior2.12 except ift
is of type(!/?d): in that case, first erase thdink of the flat oft and then proceed
like in Definition 2.12 in such a way, every flat of’ contains exactly one-link;

2. letr be ax-link of 7/, we define? (r). Let 7 be the ancestor ofin 72°, There are
three possible cases:

(@) in case is of type(ax), (1/1), (®/R) or (&,/&;), if the flat of 7 is the same
as the flat ot, set?(r) = ¢(7) + 1; otherwise set’ (r) = £(7);

(b) in caset is of type(!/7d), letv (resp.o) be thex-link (resp.!-link) in = erased
by the reduction of. If 7 has depttD in the sps associated with then set
0'(r) = £(7) + £(v) + 2; otherwise set’(r) = £(7);

(c) in case is of type(!/?c) or (1)1), set?/(r) = £(T).

We introduce the notatiot{(~, ¢)) and5, as usual.

Definition 4.8 (.-measure). Let (7, £) be an $ps, c be the number oflinks of 7, d
be the sum of the depths of thdinks of (r, ¢). The/-measure ofr,¢) is a natural
number, denoted bly(r, ¢) |, and defined as follows:

|[(m, )¢ = (¢ +¢)®+d

25Notice that with two different occurrences of the same flagrafé) are associated two different occur-
rences of the«-link: this entails that our definition d¥| has taken into account the multiplicities of a given
flat in the sps associated with a givetink. We will as usual write in the sequel “&link” always meaning
“an occurrence of the-link”.

26The definition of ancestor/residue ofdink is straightforward, from the definition of’ given in step
1: everyx-link of 7/ has exactly one ancestorin
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We now prove the first key property of the reductién namely that it strictly
increases thé-measure:

Lemma 4.9. Let (r, ¢) be an $ps: if (r, ) 5 (n', 0"y, then| (7', 0') | > | (7, €) |-

PROOF In case(n’, (') is the result of afax), (1/L), (®/%) or (®;/&;) step, then
[0 =14+ 1,c =¢c,d =d, hencd (x',0') |¢ > | (7, L) |

In case(n’, ¢') is the result of !/?¢) step, therj¢'| > |¢|, ¢’ > ¢+ 1,d > d, hence
| (' ) o > | (. £) e

In case(n’, ¢') is the result of g!/!) step, then?’| > |¢|, ¢ > ¢, d > d + 1, hence
[ 0 e > | (m,0) o

Incase(w’, ¢’y is the result of 4! /7d) step, then?’| > |¢|4+2,¢' > c—1,d' > d—c+1.
We deduce| (7', ') |¢ > (|| +c+1)?+d—c+ 1> |{m,€) |¢ +c+ 1. O

The second key property of the reductiénis confluence (Thereorh. 18, which
is proven in the next subsection. We prove now that the twotimead key properties

of £ entail the equivalence VN ¢ andSN° for sps satisfying\C:
Proposition 4.10. Let 7 be an sps which satisfidsC. If 1 € WN ™ thenw € SN°.

PROOF Supposer is an sps satisfyindhC and s.t.r € WN™°. For every(, (m, ¢)
satisfiesAC and (r, /) € WN*. We prove thatr, ¢) € SN¥, which clearly implies
thatr € SN™°.

Let (x’, ¢') be a normal form ofr, ¢): we prove that the length of every reduction
sequence starting frotfar, ¢) is bounded by (7', £') | .

Supposér, £) 5 (71, 41) L8 (7n, £n). By Lemmad.Owe have (7, £,) [¢ >
| (m,2) ¢ + n. Since(r, £) satisfiesAC we deduce by confluence (Theordm.§ that

*

(T s ) L, (', ¢), hence by Lemmd.9, | (7', ¢') |; > | (7n,ln) |e. We then con-
clude that (7', ¢’} |, > n. O

4.2.1. Confluence of:

The rest of this section is devoted to the proof of conflueridereduction (Theo-
rem4.18. Our¢-reduction (as well as usual LL cut-reduction) is locallyniaent but
not strongly confluent (recall Figurc)). The reader can find counter-examples to the
strong confluence property in the proofs of Lem#ind2and Lemmat.14

We thus prove the confluence 6feduction (Theorerd.18 by decomposingﬂ

strl cut

. . . . 4 . .
into its logical and structural subreducn(}ﬁ?—» and——, exactly as we did foF— in
strl

Definition 3.1 Then we show that both®% and=**% are confluent (Propositioh 13
and Propositiort.15 and that they commute (Lemndal?. We conclude that> is

confluent since it is the union of two confluent reductionsaihiommute (Hindley-
Rosen Lemma, here Lemn2a8).

Definition 4.11. The ¢-logical reduction denoted byﬂ», is the context closure of
the following/-reduction steps(ax), (®/%), (1/1), (®:/&;), (!/?d); thel-structural

reduction denoted byﬂn is the context closure of the followingreduction steps:

(1/1) and(1/7c).
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Of course we havé> = 2% U =%, Notice that="*% is defined precisely by

thosel-steps which leave unchanged the labels ofiiaks.

logt trl
In what follows we prove that-%- and =% are confluent and commute. The

difficult part of the proof is already achieved: it consist®stablishing that botA%%’,

and =25 areSN, which is an immediate consequencesdf of 1og, (Proposition3.4)

str

and of =% (Propositiord.13: the labelling of $ps plays no role w.r.$SN.

Confluence of%%. We prove the confluence ofel, (Proposition4.13 by applying
the Newman Lemma (here Lemmar): a relation which is locally confluent argN

is confluent. The local confluence &% is proven by Lemma.12 and theSN of

logl . . . .
— is an immediate consequence of Proposifich
Neither in the proof of PropositioB.4 nor in the one of Lemm4.12the AC con-

dition is used, so that the confluence 8- is established for the whole set dps.

Lemma 4.12. The reduction™*% is locally confluent on‘ps.

PROOF We prove that for every slicgy, ¢) the following diagram holds:

logl
(o, 0) ——— (ma, )
llogf loglx
logl= :
(71, 1) = & (13, l3)

This immediately entails local confluence for genefaks

Establishing that the previous diagram holds is not immedialy when at least
one reduction is of typ€!/?d): in this casé’ the slice(«, ¢) is duplicated a number
of times equal to the number of slices of the box opened by!ittel) reduction. Let
us consider for example the ca&e, ¢) 2o, (m1,41) is a(!/?d) step ande, ¢) 2%,
(72, £2) is a(®/7) step (the other cases are similar and left to the reader). ae, h
for somen > 0:

the reduction of the cut opens the box of thelink o and duplicates the slicg, ¢)
n times, giving as result the following'jss (notice that the labelling of thelinks
changes):

2"We can suppose without loss of generality that the reducetinéhas deptto in a.
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(m, by = 2

i< n

If we reduce the cutt’ in (w3, £2), we obtain the following ‘ps (again notice that the
labelling of thex-links changes):

r+x;+3

(w3, l3) = |

i< n

The same‘ps can be obtained by reducing the residegs.. . , 7, of the cutr in
<7T1, £1> We conclude tha<[7T1, €1> ﬂ) <7T'37 €3> and<ﬂ'2, £2> % <7'l'37 €3> [l

Notice that the critical pair analysed in the proof of LemmaZ2is a counter-
example to the strong confluence 685

Proposition 4.13. The reduction™>% is confluent on thegs.

PrROOF Consequence of Lemndal2 Propositior8.4and the Newman Lemma (here
Lemma2.7). O

Confluence of™%. As for ﬂ,, the confluence of™% (Proposition4.15 is ob-
tained using the Newman Lemma. The local confluence is dedogéemmad.14

and theSN of =Z% is an immediate consequence of Proposi8diQ In sharp contrast

with the case of the- "' rewriting rule, the reader should remark that th@ condi-
tion plays a crucial role both for Lemmfl4and Propositior3.1Q in Subsectior?.4
we have given counter-examples (see Eijand Fig.12) both to the local confluence
and theSN of =25, for sps which do not satisfyC.

Remark that the labelling of thelinks does not play any role in the confluence of

/4 . . .. . Y4 . ..
=7, since the/ function is invariant undef==. We nevertheless picture explicitely

the x-links in the figures illustrating the following lemma, indar to stress that con-
fluence holds fotabelledsps.
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Lemma 4.14. The reduction®Z% is locally confluent on the’ ps satisfyingAC.

PROOE The local confluence of=% is quite a standard result, the proof is essentially
the same as that of the local confluence of the exponentiattih in MELL given

by V. Danos in his PhD thesi€]. The local confluence of™%. can be reduced to the
following diagram:

(o, £) —"F (ma, 1)

lstrﬁ Estrf*

This immediately entails local confluence for genefabks
The proof is by inspection of all possible cases, we treaétaitlonly the following
two critical pairs (the considered cuts have ddpih «).

strl str

1. If {a,£) — (m1,¢1) is the reduction of a cut of type (!/!) and(«, ) —
(72, £2) is the reduction of a cut of type (!/!) and if the two cuts are in opposi-
tion as pictured below:

then the reduction afwill bring a copy ofv in each slices of the ps associated
with o and it will transform the premiseof the cutr in an auxiliary conclusion
of the residue of thélink o in (m,¢1). On the other hand the reduction of
in {a, £) will bring a copy ofu in each slicey of the $ps associated with.
The <ps (n3, £3) is obtained from(zs, £5) by reducing the (unique) residue of
t in (mo, £2), which results in bringing, and hence, in each slice of the‘ps
associated witla:




The $ps (73, £3) can also be obtained frofa;, £;) in two steps (recall we are

proving only local confluence ofﬁ): first, we reduce the residue ofin

(m1,41) thus obtaining for each slicé in the box ofo a cut between an aux-
iliary conclusion of a copy of and a copy of:, and then we reduce every such
cut, thus bringing a copy af in every slicey in the boxes of the various copies

of v, as sketched in the above figure.

M {a, 0) S22 (71, 41) is the reduction of a cutof type (!/7¢) and(a, ¢) strt,

(72, £2) is the reduction of a cut of type (!/!) and if the two cuts are in opposi-
tion as pictured below:

then the reduction of will duplicateo in (1, ¢;) and will transform the cut
in a cut of type(!/7c) between the residue of thdink « and a createdc-link
with premises the auxiliary conclusions corresponding o6 the two copies of
o. On the other hand, the reductionsoin {(«, ¢) will bring a copy ofu in each
slice 3 of the $ps associated with. The $ps(n3, £3) is obtained from(m, £5)
by reducing the (unique) residue bin (2, £2), which duplicates, and hence
u:

The <ps (n3, £3) can also be obtained froiar;, ¢1) in three steps (also in this
case we have only local confluence and not strong conflueficst):we reduce
the residue of in (7, ¢1), which is a cut of type!/?c); this duplicates: and
creates two cuts of typ€/!), one between the first copies efandu and the
other one between the second copies ahdu. We obtain(rs, ¢5) by further
reducing the twd!/!) cuts.

45



The critical pairs treated in the proof of Lemmadl4are counter-examples to the
strong confluence of*=%.

Proposition 4.15. The reduction=% is confluent on the‘ps satisfyingAC.

PrROOF Consequence of Lemm@&l4 Proposition3.10 and the Newman Lemma
(Lemma2.7). O
Commutation of% and =*%. The last step allows to merge®- and =% to-
gether, proving that the two reductions commute (Lemhia): this is achieved by

applying a lemma by Di Cosmo, Piperno and Geser (here LethByavhich reduces
strl

the commutation of%%% and =% to the diagran{1) of Lemma2.9.

Like in the proof of confluence for°e’, (and contrary to the proof of confluence for

ﬂ) the AC condition is not needed in this paragraph.

Lemma 4.16. For every $ps the following diagram holds:

(m, 0) —E— (2, t3)

lstrﬁ Estrf*

PrRoOOF Also for this lemma we restrict ourselves to the césgl) is a slice(x, ¢):
the general case follows immediately.
strl

Let ¢ (resp.r) be the cut link ofa reduced in{«,¢) —— (m1,¥¢1) (resp. in

(o, ) Logt, (72, £2)). The proof is by induction on the depth af We split the proof
in three cases.

Case (i). The cutr is at depthd in («, ¢): this case is immediate, since the reduction
of ¢ does not affect. The only slightly delicate case is wheris of type(!/?d) (so
that its reduction duplicategy, £)) andt is duplicated a number of times equal to the
number of slices, say, of the opened exponential box, = > | «;. Sincer is a
non erasing cut link, we have > 1. In particular, Iett—f, .. .,ﬁ be then residues
of ¢ in (mq, £3). We first prove that the diagram holds without labels, byirdggishing
two subcases: (i) if is of type(!/!) and one of the two premises ofs an auxiliary
conclusion of the-link opened by the reduction of then we do not need to reduce
the residues of to close the diagramrs = 7, 5; (i) otherwise the reduction of the
residues of in 72 gives as result the same sps as the one given by the reduttiom o
(unique) residue of in ;. Notice thatrs has exactly: slices:ms = >"" | ;.

Concerning the labels, let’s cal] the x-link at depth0 of the sliceq; of 75 andw
the x-link of «. Similarly, let us call; the x-link at depth0 of the slices; of w3. The

28Notice that in this case (and only in this case) theseesidues might also be non reducible cuts.
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computation of the label af; yields (for both the considered reductions fraro 73)
¢(v) + £(7;) + 2. Since the label of everylink of w3 different fromv! is the same as
the one of its ancestor im, the diagram holds also with labels.

Case (ii). Botht andr are cuts in boxes af. Leto (resp.u) be thel-link at depth
0 of « containingt (resp.r). If o andu are different-links, then this case is imme-
diate; if they are the samldink o, let (x°, £°) be the box associated with We have

(m°, £°) 2N (79, £9) and(m°, £°) Logt, (m9,¢5). We apply the induction hypothesis
and we obtain ar’gs (g, £2) s.t.(n9, £9) “5, (72, ¢2) and(ng, £3) S (x9, 49).

The $ps(ms, £3) is then obtained fronr, ¢) by associating witt the Sps (7§, £3).

Case (iii). The cutt is at depth) andr is contained in a-link o at depth0 of «:
then we can have two critical pairs, since tHak o may be involved in the reduction
of ¢.

One critical pair is when is of type(!/7¢c) ando is the!-link which is duplicated
by the reduction of:

®z

The reduction of duplicate, hencer, in (71, /1), but does not change the content of
the box nor the labels of thelinks. On the other hand, the reductionmofhanges the
s'ps associated with, without affecting the cut nor the label of the--link at depth

0 of a, but possibly changing the labels of thdinks insideo. Reducing the two

residues of- in (1, ¢;) gives the same resultrs, £3) as reducing the residue ofin

(72, £5). By the way notice that the reductidn, /1) Logtt, (73, £3) costs two steps,

due to the duplication of.

The other critical pair is whenis of type(!/!) ando (the!-link whose box contains
r) is one of the twd-links involved in the reduction aof (i.e. in the figure below =
oro=v):

The reduction oft brings one copy of: in each slice of the box associated with

(notice thatv contains at least one slice, sin&% is a non-erasing reduction step):
however, this reduction does not change tipssissociated with nor the labels of the
*-links. On the other hand the reductiomoh (a, £) changes the‘ps associated with
u or that associated with, depending on whether= v oro = v.
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The case = u is simple: let7 ,..., 7, (wheren > 1, as we noticed above) be
the residues of in (r1, ¢1). Reducing these cuts gives the same result as reducing
the unique residue dfin (mo, £5).

If o = v, then one has to notice that even if the reductiort ohanges the box
¥ associated withv (bringing “insidev” the !-link ), cuts andk-links of 7¥ are not

affected by this reduction. In particular we can reduce #sidue ofr in (7, ¢1) like

the reduction stef, ¢) Logt, (2, £3) does, thus obtaining thégss (73, £3) which is

also the result of reducing the residuet @ (o, £o). O

Lemma 4.17. The reductions"™% and =% commute (see Figue(d)).

PROOF It is a consequence of Lemndalg Prop.3.4 and a Lemma by Di Cosmo,
Piperno and Geser (here Lem\4). O

Theorem 4.18. The reduction is confluent on‘ps satisfyingAC.

PrRoOOF Consequence of Prog.13 Prop.4.15 Lemma4.17and the Hindley-Rosen
Lemma (Lemm&.8). O

Remark 4.19. One can easily adapt Theorehil8and prove the confluence [N

str

for T-free sps satisyind.C: just check that-%: and =% are locally confluent (i.e. add
the erasing steps to the proof of Lemma2and Lemmat.14) and that they commute.
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Figure 17: Grammar of LL formulas

5. Strong Normalization for Linear Logic

We now want to apply our (rather general) main result (Theote?) in order to
prove strong normalization for full second order LL (Thearg.12. As proof-nets,
we take here the most general currently used notion, olstdgecombining ], [9]
and ], and by generalizing théccad) and the(T /cc) reduction steps (see below).
These proof-nets are defined &Y: let’s call them simplynets and denote them with
initial Greek lettersy, 3. ..

This last section requires some knowledge on nets, maimhesacquaintance with
the additive and second order cut-elimination and the natfosequentialization: all
the precise definitions are i24].

5.1. The syntax of nets

There are two main differences between nets and sps: (ianetyped by second
order LL formulas (Figurel7 recalls the grammar of LL) and (ii) nets use additive
boxes to handle th& rule. Let us comment this last feature.

In the framework of nets§-links behave like-links (see Figurel8): they have)
premises ana, + 1 conclusions, a distinguished one (the main conclusioredyy
a &-formula, sayA & B) and possibly others (the auxiliary conclusions); withrgve
&-link with n + 1 conclusions are associated two ngtsand 3., calledfirst (or left)
andsecond (or rightcomponent of thé:-link. The nets3; and 3, have the same
conclusions as the auxiliary conclusions of gadink (called the auxiliary conclusions
of the component of th&-link) and one distinguished conclusion (of type resp&tyiv
A andB, and called the main conclusion of the component o§thienk).

The presence of additive boxes has two main consequendas dtefinition of the
cut-elimination steps: (1) there is a unique additive step®;) which combines an
erasing feature (like the st¢f; /@ ;) with i # j, in sps) and a non-erasing feature (like
the step(&;/®;) in sps); (2) it yields a new type of reduction step, callechd), which

Figure 18: An example of additive box

49



Figure 19: The reduction steps associated with the additixe

is the nightmare of this way of representing proofs (the shatés for the(T /cc) step
of Definition 2.12).

The step(&/®;). A redex of type(&/®;) is made of a cut, a &-link and a®;-link
such that one premise ofs the main conclusion of th-link and the other premise of
t is the conclusion of they;-link (see Figurel9). The contractum is defined by erasing
the @;-link, by substituting thek-link with its i*» component and cutting the premise
of the erasedb;-link and the main conclusion of th&" component of thé-link. As
already mentioned, this reduction step is both erasinggies one component of the
&-link) and non-erasing (it modifies the cut formula like fosenple the(® /%) step).
This mix is critical with respect to standardization, as wi# @iscuss in details in the
next Subsectiob.2

The step(ccad). A redex of type(ccad) is made of a cut, a&-link [ and a netx not
containingl; moreover, one premise of call it a, is an auxiliary conclusion df, and
the other premise dfis conclusion oty (see Figurel9). The contractum is defined as
follows. We substituté, the cut linkt anda by a new&:-link (which we still calli),
having the same conclusions as the originahere we have substituted the edgey

the conclusions of (different fromt’s premise). The” component of the new link

is obtained by cutting the conclusion corresponding to tigee of the it component

of the originall and the conclusion af which is a premise of. Notice that a cut of
type (ccad) of a net can be associated with different redexes, since it is naircle
which subnety of 3 should be selected (for example, i [ is theempire ofa, in
[24] « is any subnet having among its conclusions). We take here the (more general)
option of [24], which is also applied to théT /cc) step. Notice that, as fofT /cc)
(Remark2.13, the presence df:cad)-reduction steps entails the failure of confluence.
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(a) example in MELL (b) example with additive boxes

Figure 20: Untyped nets which a¥€N but notSN (¢ is defined in Figur®)

Despite these differences, the cut-elimination proceélursps is the key tool to
prove SN for nets. We associate (Subsect®sd) with every nets its set of slices
sl(8) (which is an sps), and we prove thate SN by proving thatl(5) € SN. More
precisely, we prove that for every nét

(i) sl(p) satisfiesAC,

(i) B eSNifsl(p) € SN,
(iii) sl(B) e SNif sl(8) € WN™,
(iv) sl(6) € WN™.

Point (i) is trivial (Propositiorb.1); point (ii) is Proposition5.6; point (iii) is a
consequence of point (i) and of our standardization thediigroremy.2), this is the
real missing point in Girard’s original proof; point (iv) ike “difficult” part of theSN
proof (which is outside Peano arithmetic): one uses Gisarelducibility candidates
to provesl(8) € WN™. Itis well known that this kind of tool is very powerful and
can be adapted to a lot of different situations. Indeed,r@saroof of [7] works per-
fectly well if one substitutes “strong normalization” wittveak normalization”, and
the reader acquainted with reducibility candidates is pbbpalready convinced that
the changes needed to prai€3) € WN™° (instead ofg € WN) present no major
difficulty. We nevertheless give the precise definition afueibility candidate (Def-
inition 5.10 that we need in order to prove Theorénil (that is point (iv)), thus
concluding with the strong normalization theorem for setonder LL nets (Theo-
rem5.12.

At first sight, an alternative solution was to use Theorefin order to prove the
original Girard’s standardization theorem (Theorem 4.Z2f [7]). We explain in
the next Subsectioh.2why this alternative fails.

5.2. Adigression on standardization

Before proving the points (i)-(iv) stated in Subsectl®f, let us discuss the alter-
native solution mentioned, namely to use Theorkthin order to prove the original
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standardization theorem (Theorem 4.25 p.727f [We claim that this approach fails,
since the original standardization is based on a “wrong’nitédin of standard reduc-
tion. To help the reader, we reproduce verbatim Definiti@d4nd Theorem 4.25 p.72

of [7].

4.24. Definition. A contraction istandardwhen it does not erase any
symbolCUT besides the one explicitly considered. Concretely, thiamse
that some parts of the configuration we replace have to beeatnamely:

- in (&/ @1 —SC), B2 must be cut-free,
- in (&/ @2 —SC), p1 must be cut-free,
- in (I/?w — SC), $1 must be cut-free,
- in (T — SC), eA+ must be cut-free.
A reduction is standard when made of standard contractions.

4.25 Theorem (Standardization Lemmiagt 5 be a proof-net and assume
that there is a standard reduction frofhto a cut-frees’. Theng is SN.

The problem with the above definition of standard reductmm({ractionin the
language of T]) was already pointed out ir2] in the restricted MELL framework:
recall the sliceds of Figure9, which can be considered an “untyped MELL rfét”

As we pictured in Figurd0, we havejd <t §5. Now consider the untyped net
( of Figure20(a) By reducing the cup of § one obtains a strongly normalizing
untyped net; howeves is not strongly normalizing (reduce the cgtand you will
get a net having the néb of Figure9 as subnet), despite the fact that the reduction
step associated withis standard in Girard’s sense (Definition 4.24 p.72®¥.[From
our point of view, this means that Theorem 4.25 p.72%i¢ “morally wrong”, even
though it is “technically correct” (it deals only with typetets, so its conclusion is
true...). The solution proposed il][was to freeze the cut link and consider “strict”
reductions, that is the rewriting rule obtained by forbiegli! /7w) reduction steps: this
leads to théoréme 8.31 p.64 @ [allowing to proveSN for MELL nets.

In presence of the additives, the same phenomenon occuitheosolution cannot
be that simple, as we now explain. Consider the untyped métigure20(b) Again,
by reducing the cup one obtains a strongly normalizing untyped net; howeyés
not strongly normalizing (reduce the cytand the(ccad) created by the reduction
of ¢), despite the fact that the reduction step associatedmigtstandard in Girard’s
sense. Following Danos, one would be tempted to freeket this wouldn’t be correct.
Indeed, we should then freeze all the cuts of tyRg®;), and such a freezing hides
infinite reduction sequences. For instance, the untyped néFigure20(b)would be
in normal form w.r.t. the rewriting rule induced by this fr#eg, despite the fact that
8 ¢ SN. The difference between the reduction stég8w) and(&/9;) is that while

291N this short discussion, we use the expression “untypet] referring to the untyped version of the
nets considered in this Subsectidri. An untyped net is not necessarily an sps because of thenoesé
additive boxes.
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the first one is purely erasing, the second one is both erasidgion erasing. A key
feature of the introduction of slices is precisely to sefmthe erasing aspect of the
(&/@;) reduction step (taken into account by ttde; /&;) steps withi # j) from its
non erasing aspect (taken into account by(the/®;) steps).

For this reason the standardization theorem for full LL cardrrectly stated only
for sliced pure structures (as we did in Theor€1#) and not for nets.

Another attempt to prove SN for LL (in presence of the add#jvis contained in
Okada’s work 1.8]. The method proposed is to use phase semantics, which wedks
for WN, but for SN the same problem as ifj prises (the proof of the standardization
theorem), and we have to mention here that (like fgy fhe way Okada argues on
this point cannot be considered as convincing (the authosélif uses the expression
“Sketch of proof”). Indeed:

1. Okada claims that (in certain circumstances) 2% 3’ and the reduced cut is
of type(!/!) andif 3’ € SN, theng € SN (“Sketch of Proof” of lemma 6.6 p.364
case (4) of 18]). Of course (like Theorem 4.25 p.72 df]] the statement above
is true since eventually all nets turn out to be strongly redimable. However,
the author claims that it is possible to “simulate” any retthresequence of by
a reduction sequence ¢f. This is as difficult as proving standardization, and
it is the motivation for theéoreme 8.31 p.64 @] in order to solve the problem
Danos had to make the first very sharp analysis of the reygntife induced by
LL cut-elimination (in particular he had to prove conflueficeMELL);

2. in presence of the additivesvary “restricted” cut-elimination procedure is de-
fined (see the &-box entering rule” of p.373 of1[g])*°, so that even in case
the proof were considered convincing (and we believe it Eldube) it would
still be incomplete. With respect to this restricted pragedhe extension to the
additives is analysed (“Sketch of Modified Proof of lemma’@.879 of [18]).
Actually, Okada'’s restriction is a way to eliminate the insic difficulty of the
(ccad) reduction step: in the present paper we found a way to keejpatam
this step in presence of all the other LL connectives.

5.3. Slicing nets

Let us come back to the proof 8N for nets. We hinted in Subsectidnl that
the SN of a net is related to theN of the sps “associated with” that net. Indeed, a
net 3 can beslicedin an spssl(3) which has the same number of conclusionsias
(an example is given in Figur2l). Following [7] we definesl(3) by induction on a
sequentialization of:3*

e if 3is anaz-link (resp.1-link, T-link), thensl(3) has only one slice, consisting
of anaz-link (resp.1-link, T-link);

300kada’s procedure does not always allow to reduce all césetare proof-nets with cuts to which the
procedure cannot be applied.

31The procedure dlicingis actually independent from the chosen sequentializatiahit can be applied
also to non-sequentializable proof-structures (468 .[
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Figure 21: An example of slicing a net

e if 3is a&-link [ with associated left (resp. right) componght(resp.3”), then
sl(B) is obtained by adding &;-link (resp. &s-link) to every slice ofsl(3’)
(resp.sl(8”)) and by taking the union of these multisets of slices (wit &p-
propriate equivalence on the conclusions, see Defingién

e if Jis al-link [ with associated net’, thensl(3) has only one slice consisting
of a!-link corresponding té and s.t. with that link is associateti3’);

e if a conclusion ofg is conclusion of &'-link (resp. of al-, &;-, Tw-, ?d-, 7c-
link) 1, let 3’ be the subnet of obtained by erasingj(and its conclusion), then
sl(B) is obtained by adding to every slice €f3’) the %-link (resp. L-, &;-,
?w-, 7d-, 7¢-link) corresponding ta;

¢ if a conclusion ofg is conclusion of &- or 3-link [, let 3’ be the subnet of
obtained by erasing(and its conclusion), thesi(3) = sl(5');

e if Fis the union of two disjoint subnet, 5" and of a®-link (resp. cut), then
sl(Q) is obtained by connecting every slicesdfs’) and every slice ofl(5”) by
means of thex-link (resp. cut) corresponding tdand by defining the appropri-
ate equivalence on the conclusions, see Definizi@nh

We first note that the slicing of a net is switching acyclic:
Proposition 5.1. If 3 is a net, thersl(3) satisfiesAC.

PROOF By the correctness criterion for nets (s@g[R4]) and the definition ofl. [
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Remark 5.2. If 3is anet, then by Propositidn1sl(3) is deadlock free. Furthermore,
a net is typed by second order LL formulas (remember Figuyewhich implies that
sl() is also clash free. This means that every cuil(f) is reducible, and thad(5)

is a normal sps iffl(3) is cut free (which is not the case for general sps).

Then we turn to the crucial point: the cut-elimination ofsi\ean be simulated by
that of its slicing, i.e. the following diagram commutes

6 cut /6/

bl

sl(B) == s1(9)

An example of this simulation is given in FiguP2. The reader should notice that

a sequence of steps of typecad) or (V/3) (denoted byM») is “invisible” in

sps: this might be a problem to derigec SN fromsl(5) € SN, but actually it isn’t
thanks to Lemm&.5.

We actually have something more than a simulation propesta(l that(3’) refers
to the result of reducing a cuin 5/, Definition2.12):

Lemma 5.3 (Simulation). Let ¢ be a cut link of a neps. If ¢ is of typeccad or V/3,
thensl(3) = sl(t(3)); otherwisesl(3) ~ sl(t(8)).

PROOF Straightforward, by inspection of cases. O

We now want to prove that there is no infinite sequence of rsalusteps of type
(ccad) or (V/3), and we use for this purpose (a straightforward varianttaf)separa-
tion property proven in4:

Lemma 5.4. Let3 be a net. If3 {ccad)V/3, B andl}, I, are two (different) residué$
in 8’ of a&-link [ of 5, then there exists &-link m’ of 5’ whichseparate$; andi’,

i.e.l] (resp.l}) is a link of the componerit(resp.j) of m’ andi # j (in particular, I}

cannot be a link of a component&f nor the converse).

PrROOF By induction on the length of the reduction sequeﬁw 3, see p4].
O

Lemma 5.5. There is no infinite sequence of reduction steps of fyped) or (V/3)
starting from a net.

PROOF. Let us define thedditive depthof a link [ of a netg as the number of:-
components of} containingl, and the additive depth ¢g? as the maximal additive
depth of its links.

32\We refer here to the obvious adaptation to nets of the notitoduced in DefinitiorR.14for sps.
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The separation property (Lemndad) implies that for every nef which contains

n &-links, if 8 (ccad)¥/3x, 3, then the additive depth @f is at mostn. This allows
to define a size on everfgcad), (V/3)-reduct of 3: consider thex-tuple whose*”
component is the number of links of the net having additivetldé, and order these
n-tuples lexicographically. It is easy to show that this sheinks at everyccad) or
(V/3) step: suppose thﬁm B 5 p". If xis (¥/3), then at some (additive)
depth0 < ¢ < n the number of links ofs” is strictly less than the number of links of
depthi of 3, and for eveny) < j # i < n the number of links of depthin 8’ and3”
is the same. Ik is (ccad), then let; be the depth of thé&-link I’ of 5’ playing the role
of the link! in the (ccad) step of Figurel9: at depthj < ¢ the number of links ofy’
and3” is the same, at depththere are strictly less links ifi” than in3’, so that also
in this case the previously defined size shrinks. O

We can conclude the subsection with the expected result:
Proposition 5.6. Let 3 be a net. I&1(3) € SN thens € SN.

PROOF Immediate consequence of lemm&atdand5.5. O

5.4. Strong normalization for nets

Finally we prove thatl(3) € WN™¢, for every net3 (Theorem5.11). Here we
need Girard’s reducibility candidates. We give the paléicdefinition of reducibility
candidates (Definitio’.10 required to prove Theoref 11, and then we just sketch
the proof of the theorem, which is standard aftgr [

Definition 5.7. A term of typeA is a nets together with a distinguished conclusion
which is labelled byA. If 3 (resp.3’) is a term of typeA (resp.A'), we denote by
CUT(B, 3) the net obtained by connectifigand3’ by means of a cut with premises
the two distinguished conclusions A+.

Definition 5.8 (duality). Let X be a set of terms of typd; we defineX - as follows:
X+ = {f# s.t.3 term of typeA* and sl(CUT(8, 3')) € WN™ for every € X }

Proposition 5.9. Let X be a set of terms of typé:

1. if X contains the axiom link with conclusioh A+, then for every3 € X one
hassl(3) € WN™¢;

2. if for every3 € X one hassl(3) € WN™°, then X' contains the axiom link
with conclusiond, A+,

PrOOE Immediate from the definitions. O

Definition 5.10 (reducibility candidate). A reducibility candidate of typel is a set
X of terms of typed s.t.:

1. X £0;
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2. foreverys € X, one hasl(5) € WN™°;
3. X =X+t

Theorem 5.11 fWN° theorem). If 3 is a net, theml(3) € WN°.

PrRooOF Girard’s proof of Theorem 4.267]) works perfectly if one substitutess“is
SN” with “sl(3) € WN™°". We just give here the idea of how to adapt the original
proof. In what follows we use the notations and definitionfppf

Let 3 be a net with conclusion€ (whereC = C4,...,C, is a sequence of LL
formulas), we prove that is reducible which means that the following holds (see Def-
inition 4.26.8 of [7]): leta (= a4, . . ., a,,) be the list of all free variables &, then for
every sequence of formul@ (= B, ..., B,,), every sequencX (= X;,...,X,,)
of reducibility candidates of typeB and every sequence of termag= t1,...,%,)
in RED(C* [X/a]) (see Definition 4.26.6 of7]), one hassl(CUT(8 [B/a];t)) €
WN™. The netCUT (/5 [B/a] ; t) is obtained by:

e substituting ing the free variables,, .. ., a,, with the formulasBy, ..., B,,:
this yieldss [B/a]

e given a term; € RED(C;* [X/a]) for every conclusior®; [B/a] of 3 [B/a],
cutting all thet; with 5 [B/a].

The proof thatsl(CUT(8 [B/a];t)) € WN™° is by induction on a sequential-
ization of 3, hence it splits in16 cases (the number of rules of Lluz, cut, ®,
1, %, L, & T, @1, @2, !, 2w, 2d, ?c, V2, 32). In every case, we have to prove
thatsl(CUT(G[B/a];t)) € WN™® whatevert; ¢ RED(C;* [X/a]) has been se-
lected. However, a simplification is often useful (and poigdi for example in case
C;- = A® B one needs to prové(CUT(3[B/a];t)) € WN™ only for thoset;
belonging toRED(C;™ [X/a]) and such that; can be obtained by performinge
link between some! € RED(A [X/a]) and some? € RED(B[X/a]). We shall
use this simplification in the sequel of the proof. We consaidy two cases: thé&-
and!-cases, which show how works our version of reducibilitydidates. Since the
substitutions play no active role but make everything hartetad (and to write), we
shall not indicate them (thus working withED(C+), etc...). We also use the fact that
by definition of RED (see Definition 4.26.6 of7]), one haRED(C+) = RED(C)*.

&-case: 3 is obtained from3; and 3, by the &-box in Figurel8. After simplifi-
cation, we see that we have to check thaCUT(5;c, ®:t)) € WN™ and
sI(CUT(B; ¢, ou)) € WN™° for anyc € RED(C)*, t € RED(A)*, and
u € RED(B)*. By induction hypothesisl(CUT(8;;¢,t)) € WN™ and
sI(CUT(B2;¢,u)) € WN™ for anyc € RED(C)t, t € RED(A4)*, and
u € RED(B)*. Sinceu can be chosen as an axiom, by Proposiiddwe de-
duce thasl(CUT(82; c)) € WN°. Since by Definitiors.10the slicing of every
element of a reducibility candidate W§N ¢, we also havel(®t) € WN ™,

Consider nowsl(CUT(8; ¢, @1t)) = o = o1 + o2, whereo; (resp.os) is
the multiset of the slices afUT(S; ¢, ®1t) which contain the componei

(resp.B2) of the &-box. Notice thatr; L/, sl(CUT(f4;¢,t)), hences; €
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WN™¢. But pay attention that we cannot yet infer that alsec WN™°, be-
cause for reducing to sl(CUT(5;; ¢, t)) we should perform severéks/®1)
reductions, which are erasing. Nevertheless we deducerthatWN " since
sl(CUT(fz;¢)) € WN™® andsl(®,t) € WN° ando, is obtained by con-
necting every slice al(CUT(52; c)) and every slice ofl(d®1t) by means of a
(&2/®1) cut link. We conclude thatl(CUT(; ¢, ®1t)) € WN™°.

For symmetric reasonsl(CUT(5; ¢, ®au)) € WN™°,

l-case: 3 is a!-link with conclusionsl A, 7C1, .. ., ?C,, whose associated box is the
nets’. The induction hypothesis is thal{f CUT(5'; c,t)) € WN ™ forall c €
RED(?C)* andt € RED(A)+; and we want to conclude tha{ CUT(5; c, u))
€ WN™ forall c € RED(?C)* and for allu in RED(!4)*. Now, it is easy to
show that we can make a simplification on the whole sequencamely that
is of the form!d, ford € RED(C)~. By several!/!) reduction steps we reduce
CUT(B; c,u) to CUT (! CUT(f; c),u), wherel CUT((’; c) is the net consist-
ing in a!-link with conclusion! 4, whose associated box is the €80 T(3’; c)
with conclusionsA. Now, by induction hypothesi€UT(3’;c) € RED(A),
hencd CUT(3’;c) € |RED(A) € RED(!A). Sosl(CUT(! CUT(8';¢),u)) €

WN™°. Finally, sincesl(CUT(5;c, u)) M, sl(CUT(ICUT(f';¢),u)), we
conclude thatl(CUT(5; ¢, u)) € WN™™ .

We can eventually conclude:
Theorem 5.12 BN theorem). If 3 is a net, thermd € SN.

PrROOF If § is a net, thersl(3) satisfiesAC (Proposition5.1) andsl(5) € WN°
(Theorem5.11). We can then apply Theoreth?2 and prove thatl(3) € SN, from
which we conclude that € SN (Propositiorb.6). O
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