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Abstract. Differential interaction nets (DIN) have been introduced by
Thomas Ehrhard and Laurent Regnier as an extension of linear logic
proof-nets. We prove that DIN enjoy an internal separation property:
given two different normal nets, there exists a dual net separating them,
in analogy with Bo6hm’s theorem for the A-calculus. Our result implies
in particular the faithfulness of every non-trivial denotational model of
DIN (such as Ehrhard’s finiteness spaces). We also observe that internal
separation does not hold for linear logic proof-nets: our work points out
that this failure is due to the fundamental asymmetry of linear logic
exponential modalities, which are instead completely symmetric in DIN.

Keywords: Differential interaction nets, faithfulness, linear logic, obser-
vational equivalence, proof-nets.

1 Introduction

The question of separation is an important one in computer science and, more
recently, also in proof theory. The best known example of separation result
is Bohm’s theorem for the pure A-calculus [1]: if ¢,¢" are two distinct closed
fn-normal terms, then there exist terms ui,...,u,, such that tuy...u, —50
and t'uy ... u, -5 1.3 This result has consequences both at the semantical level
as well as at the syntactical one: on the one hand it entails that a model of the
A-calculus cannot identify two different Sn-normal forms without being trivial
(in this case we say that the model is faithful, or injective); on the other hand
it establishes a balance between syntactical constructs and g-reduction: any dif-
ference in the structure of a fn-normal form implies a difference in the value of
that normal form on suitable arguments.

After Bohm, this kind of question was studied by Friedman and Statman in
the simply typed framework [2, 3], leading to what is often called “typed Béhm'’s
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theorem”.* In this case the two distinct Sn-normal terms have the same type
Aq,..., A, — X, and they are not separated directly on that type, but on an
instance of it: that is, there is a type B and, for each i < n, an argument u; of
type A;[B/X] such that tu; ... u, —7% 0 and tuy ... u, —% 1.5

After the introduction of linear logic [5], the question of separation has been
addressed also in proof theoretical frameworks. The first work on the subject
is [6], where the authors deal with “pure proof-nets”, a linear logical system cor-
responding to the pure A-calculus. But it is only with Girard’s work on ludics [7]
that separation became a key property of proof theory, which may now be seen
as a fundamental step in analyzing the structure of our representation of proofs.

There is a good reason why syntactical, interactive separation in the style
of Boéhm’s theorem has taken so many years to shift from computer science to
proof theory: the lack of results was essentially due to the absence of interesting
logical systems where proofs could be represented in a “nice” canonical way. The
only existing exception was natural deduction for minimal logic which, being
isomorphic to the simply typed A-calculus, had already been fully covered by
Friedman and Statman’s results.

In linear logic, canonical representations of proofs do exist, under the form of
directed graphs called proof-nets [8]. A key ingredient of proof-nets is to forget
the context of logical rules (except for the so-called promotion rule), so as to allow
a higher degree of parallelism in the representation of proofs, which become thus
more canonical. The typical (and most fundamental) form of parallelism we refer
to here is the one needed to obtain the associativity of deduction: from three
lemmas proving that A implies B, B implies C, and C implies D, we should
only obtain one proof that A implies D, even if there are two ways of composing
the lemmas. This is true in proof-nets (as it is true in natural deduction), but is
strikingly false in sequent calculus.

In recent years, Tortora de Falco studied the canonicity of linear logic proof-
nets by addressing the question of faithfulness (injectivity) in coherent spaces
(which is, as cited above, strictly related to syntactical separation). With the
exception of certain subsystems of linear logic, this study yielded a series of
negative results: coherent spaces are not in general a faithful model of proof-nets,
and separation fails [9]. The problem lies in the exponential modalities of linear
logic, and more precisely in their uniform behavior: during cut-elimination, if at
some point there is the need for two proofs of the same exponential formula to
be provided, the procedure always answers this need with two copies of the same
proof. In an interactive setting, this corresponds to the environment giving the
same answer to a program querying multiple times for the value of an argument.

4 Actually Friedman and Statman proved the faithfulness of standard models of the
simply typed A-calculus; from those semantic results however one can easily infer
the syntactical separation (see for example [4]).

5 Here we are supposing that X is the only variable occurring in the type of ¢,¢". To
consider a term of type A also as a term of type A[B/X], for any formula B, is
sometimes called “Statman’s typical ambiguity”.



A new, potentially very powerful tool for the analysis of linear logic proofs
came from the work of Ehrhard and Regnier, which led to the introduction of
differential interaction nets (DIN, [10]). Based on Lafont’s interaction nets [11],
DIN are a syntax corresponding to the semantical constructions defined by
Ehrhard in his finiteness spaces [12]. This semantical interpretation models lin-
ear proofs with linear functions on certain topological vector spaces, on which
one can define an operation of derivative. Non-linear proofs (i.e., proofs using
exponential modalities) become analytic functions, in the sense that they can be
arbitrarily approximated by the equivalent of a Taylor expansion, which becomes
available thanks to the presence of a derivative operator.

In syntactical terms, these constructions take a very interesting form: they
correspond to “symmetrizing” the exponential modalities, i.e., in the logical
system arising from finiteness spaces the rules handling the two dual exponential
modalities of course/why not are perfectly symmetrical (although the logic is
not self-dual). What is equally interesting is that the “old” rules of linear logic
exponentials are not lost: proof-nets can be encoded in DIN.

This paper considers the question of separation for DIN, giving a positive
answer in Theorem 1: given two different normal nets, we find another (dual)
net separating them, up to Statman’s typical ambiguity. This separation is as
meaningful as that of Bohm’s theorem, as it implies the faithfulness of every
denotational semantics of DIN (Corollary 1), so in particular of finiteness spaces
themselves.

We then apply Theorem 1 to the framework of proof-nets, and show with a
few examples that pairs of proof-nets which cannot be interactively distinguished
can on the contrary be easily separated once encoded in DIN, by heavily exploit-
ing the symmetry of DIN exponentials. This shows concretely one of the main
insight provided by our work: separation in proof-nets fails because of the asym-
metry of linear logic exponentials.

2 Differential Interaction Nets

2.1 Preliminaries

In what follows, the set of all permutations over n elements is denoted by &,,.

The formulas of propositional multiplicative exponential linear logic (MELL)
are generated by the following grammar, where X, X range over a denumerable
set of propositional variables:

AB:=X|X*|1|A®B|L|ARB|!A|?A.

Linear negation is defined through De Morgan laws:

(X)*+ =X+ (XHt=X
(=1 (D=1

(A® B)* = At 3 B+ (A% B)t = At @ B+
(1A =24+ (7A4)+ =14+
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Fig. 1. A simple net.

Lists of occurrences of formulas will be ranged over by I' A, Y. If I' =
Ay, ..., A,, we shall denote by I't the list A{,..., A

2.2 Simple Nets
Differential interaction nets are defined on top of Lafont’s interaction nets [11]:

Definition 1 (Simple net). A simple net is a set of cells and wires, graphi-
cally represented as in Fig. 1.

Fach cell has a type, which 1s a MELL connective, i.e., a symbol belonging
to the set {1,®, L, %!, 7}, and a number of ports, exactly one of which is called
principal, while the others (if any) are called auxiliary. The arity of a cell is
equal to the number of its auxiliary ports; cells of type 1 and L are required to
be nullary, and those of type ® and %8 must be binary. Graphically, the principal
port of a non-nullary cell is seen as one of the “tips” of the triangle representing
it, while a nullary cell is represented by a circle.

A wire is represented as. .. a wire; the extremities of wires not connected to
anything are called free ports of the net. For example, the net in Fig. 1 has siz
free ports. In the case of cyclic wires like the one at the top-right of Fig. 1, which
are called deadlocks, we stipulate that there are two wires connecting the same
two internal ports. Hence, there are four kinds of ports: principal, auxiliary, free,
and internal. A wire connecting two non-principal ports is said to be an axiom;
a wire connecting two principal or internal ports is said to be a cut. Note that a
wire may be an axiom and a cut at the same time; this is the case of deadlocks.
Those wires that are neither axioms nor cuts are called simple.

Each port i has a type T(i), which is a MELL formula. These types must
satisfy the following:

— ifi,j are connected by an aziom or a cut, then T(i) = T(j)*;

— if 1,7 are connected by a simple wire, then T(i) = T(j);

— if ig is the principal port of a cell of type 1, then T(ig) = 1;

— if ig 1s the principal port of a cell of type ®, whose two auziliary ports are
il, iQ, then T(Z()) = T(Zl) X T(Zg),

— if ig is the principal port of a cell of type L, then T(ig) = L;



Fig. 2. The equation defining o-equivalence. The symbol e stands for either ! or 7, and
o is a generic permutation.

— if ig is the principal port of a cell of type B, whose two auziliary ports are
il, ’ig, then T(Zo) = T(Zl) % T(ig),‘

— ifig is the principal port of a cell of type !, whose auziliary ports are iy, ..., iy,
then T(i1) = -+ =T(in) = A, and T(ip) = 4;

— if ig 1s the principal port of a cell of type 7, whose auxiliary ports are
i1y yin, then T(iy) = =T(in) = A, and T(ig) = TA;

If a simple net a has n free ports, we assume that they are numbered by the
integers 1,....m, so that py is the kth free port. Then, we refer to the list of
occurrences of formulas T'(p1),...,T(pn) as the conclusions of .

The empty simple net will be denoted by 7.

We now introduce a fundamental equivalence on simple nets, accounting for
the fact that the auxiliary ports of exponential cells are unordered:

Definition 2 (c-equivalence). We define o-equivalence, denoted by =, as the
contextual, reflexive-transitive closure of the equation of Fig. 2.

Unless otherwise stated, simple nets will be considered modulo =, i.e., when-
ever we refer to “the simple net o”, we actually mean “the o-equivalence class
containing o”.

2.3 Nets

Definition 3 (Net). A net is a denumerable set of (o-equivalence classes of)
simple nets with the same conclusions I", which are also said to be the conclusions
of the met. Nets will be ranged over by pu,v. The empty net 0, which can be
considered to have any conclusions (including none), will be denoted by 0, and the
net with no conclusions containing only the empty simple net, i.e., the singleton
{1}, will be denoted by 1.

Definition 4 (Composition). Let « and 3 be two simple nets with resp. con-
clusions A, " and '+, 2. We denote by (a|B) the simple net with conclusions
A, X obtained by plugging each conclusion in I' of a to the dual conclusion in
't of B. Similarly, if p and v are two nets with resp. conclusions A, I" and
't X, we pose {(u|v) = {{a|B) | a € u, B € v}, which is a net of conclusions
AX.
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Fig. 3. Cut-elimination rules (S-reduction).
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Fig. 4. Non-atomic axiom-elimination rules (n-expansion).

In the sequel, we shall confuse a simple net « with the net {«} whenever this
is not source of ambiguity.

Nets are provided with two rewriting relations, corresponding to MELL cut-
elimination (G-reduction) and non-atomic axiom-elimination (7-expansion). On
simple nets, these are the contextual closures of the rules given resp. in Fig. 3
and Fig. 4, and are denoted resp. =g and .

The two topmost rules of Fig. 3 are called multiplicative; the bottom rule is
called exponential. In all rules, a simple net reduces to a net; in the multiplicative
cases, the right member must be seen as a singleton. In the exponential case, if
the arities of the two interacting cells do not match, the rule yields the empty
net; in case the arities match, the rule yields a net containing all simple nets
obtained by connecting in all possible ways the auxiliary ports of the two cells.

Similarly, the topmost two rules of Fig. 4 are called multiplicative, and the
bottom rule exponential. These rules also yield a net out of a simple net, with



the right member of the multiplicative rules equal to a singleton. In the expo-
nential rule, an axiom is replaced by its expansions using all possible arities for
exponential cells.

Definition 5 (J-reduction and n-expansion). We define the relation —g on
nets as follows: p —g ' iff
Ml = U VOM

(337

where a =g Vg 01 Vo = {a} if no B-rule applies to a.. The relation —, is defined
similarly, with >, instead of =3. We pose — = —g U —,, and we say that a
net p is normal iff it contains no deadlock and there is no p' such that p — p'.
A net p is normalizable iff there exists a normal net v such that p —* v.

Proposition 1 (Confluence [10]). The relation —* is confluent. Hence, a
normalizable net has a unique normal form.

Observe that, if u is finite, then every u' such that p —g g is also finite.
The finiteness of p implies that there exists a non-negative integer fu which is
the maximum number of cells contained in the simple nets of p admitting a
[B-reduction. By simply inspecting Fig. 3, we see that i’ < fu, so every finite
net is strongly G-normalizing.

However, strong normalization fails in general, even if we ignore deadlocks
(which of course are not normalizable).% In fact, for each non-negative integer k,
it is easy to find a simple net «y, such that {ax} reduces to a normal net in at
least k steps. Then, the net [ J,_, {ax} obviously has no normal form.

3 The Separation Theorem

In this section, we fix a single propositional variable X, and consider only formu-
las built on the dual pair X, X*. Everything we say can of course be generalized
to types containing arbitrary atoms.

Let 1 be a net with conclusions I, and let A be a formula. We denote by
p[A/X] the net with conclusions I'[A/X] obtained from u by substituting each
occurrence of X with A.

Our main result is the following:

Theorem 1 (Separation). For each pair of different normal nets p, p' with
same conclusions I, there is a simple net v with conclusions I'[?1/X]* s.t.
(v p[?1/X]) =5 1 and (v|'[?1/X]) —} 0, or viceversa.

We remark that the use of multiplicative units is only a convenience: Theorem 1
also holds in their absence, using a formula of the form ?!A instead of 71, where
A is arbitrary (for example X itself).

® By the way, there are geometrical conditions, known as correctness criteria [10],
which prevent a net satisfying them from producing deadlocks.



Fig. 5. a) Decomposition of a normal simple net. b) Definition of the net ¢;, i € N.

We now proceed with the proof of Theorem 1. First of all, observe that if two
normal nets u, u’ are different, then there is a simple net « in one of them which
is different from every simple net in the other one; to separate pu and p’ we shall
define a (simple) net v which has the property of reducing to 1 when applied
to o, and to 0 in all other cases (see Definition 7 and Lemma 1). To do this
properly, we need to be careful because nets are defined as sets of g-equivalence
classes, which unfortunately do not have canonical representatives. Therefore,
in the rest of the section, a will denote an actual simple net, and we may have
«a # o without having « # /.

We define a wiring to be a simple net containing no cells and no deadlock.
Wirings will be ranged over by w, and are said to be atomic if their conclusions
are all atomic. If A is a formula, a tree of root A is a simple net defined by
induction on A:

— if A is atomic, then the only tree of root A is a wire of conclusions A+, A;

— if A=1 (resp. A= 1), then the only tree of root A consists of a single cell
of type 1 (resp. L);

—if A=A4; ® As (resp. A= A1 B As), and 71, T2 are two trees of resp. roots
A; and As, then the net obtained by plugging the roots of 7 and 75 to the
auxiliary ports of a cell of type ® (resp. &) is a tree of root A;

— if A=1B (resp. A =1?B), and 7q,...,T, are trees of root B (n € N), then
the net obtained by plugging the roots of each 7; to the auxiliary ports of a
cell of type ! (resp. ?) is a tree of root A.

The perfect symmetry of DIN cells allows the following definition, which is
a crucial point in the proof of Theorem 1:

Definition 6 (Mirror tree). Let T be a tree of root A. The mirror tree of T,
denoted by T, is the tree of root A+ obtained from T[X1/X] by substituting
each cell with one of dual type (i.e. 1 L, @ & B, 1 7).

Definition 7 (Antagonist). Let o be a normal simple net of conclusions
Cq,...,Cy. It is not hard to see that o can be decomposed in terms of an atomic
wiring w and n trees Ty, ..., Ty as in Fig. 5a. Then, we say that a normal simple
net ol of conclusions C1[?1/X]*,...,Cn[?1/X]* is an antagonist of a iff af is
built as follows. First of all, fix two enumerations 0, ...,k of the conclusions of
w of type X and of the conclusions of type X*+. We write w(i) = j iff the ith



occurrence of X is connected to the jth occurrence of X+ in w. These enumer-
ations induce two enumerations of the leaves of the forest p = 1i-,..., 7= (the
comma here denotes the juzstaposition of two simple nets). Then, af is equal to
©[?1/X] in which, for all i € {0,...,k}, the net €; is plugged to the leaf i, and
the net €} is plugged to the leaf w(i), where €; is defined in Fig. 5b.

Observe that, in the decomposition of Fig. 5a, w may as well be empty; in that

case, « is a forest 7q,...,7,, and its only antagonist is Tf-, =

v Iin .

Lemma 1. Let o be a normal simple net of conclusions Cy,...,Ch, let af be a
simple net o-equivalent to an antagonist of o, and let o be a normal simple net
with the same conclusions as a. Then:

1. a= o implies (| a/[?1/X]) —
2. a # o implies (af |o/[71/X]) —

Proof. By induction on the number of cells in «. If a is a wiring, then it must
be atomic, so ¢ is also an atomic wiring. In that case, o is an antagonist of «,
a=cd iff @ =a’, and it is then easy to prove points 1 and 2 of the lemma. If «
has a cell, then one of its conclusions must be connected to the principal port of
a cell ¢, because « is normal. We can suppose w.l.o.g. this conclusion to be Cf.
The proof splits into six cases, depending on the type of ¢. We consider only the
case in which ¢ is of type !, the 7 case being perfectly symmetrical and the other
cases being easier.

So we have C; = !A. This means that also the corresponding conclusion of o’
is connected to the principal port of a cell ¢ of type ! (recall that o’ is n-normal).
If the arity of ¢’ is different than that of ¢, then o’ # « and we immediately have
{af | /) —7% 0. So suppose that ¢ and ¢’ have same arity k. Let ag (resp. ag)
be the simple net obtained from « (resp. ') by removing ¢ (resp. ¢). Observe
that the conclusions of aq (as those of af) are Al,.. AR Oy, ..., C,, where
Al ..., A* are occurrences of the same formula A and correspond to the type
of the auxiliary ports of ¢ and ¢’. In (af | @’) we have a cut between ¢’ and a cell
c! of type 7, which is also of arity k. By reducing this cut, we obtain

(ala’) =5 {(8]7) s v € P},

where § is obtained from af by removing the cell ¢f, and P is the set of all simple
nets obtained from af, by permuting the conclusions A!, ..., A*. Each v € P has
the same conclusions as ag, so P can be partitioned into P = {y € P ; v Z ag}
and Py ={y € P; v = ap}. Now, it is possible that § is not o-equivalent to an
antagonist of ag: this may be because a' is o-equivalent to an antagonist of «
thanks to a permutation ¢ € &, on the auxiliary ports of ¢f. But in that case one
can always include this permutation in the ones generated by the [-reduction
(& is a group, so 06 = &), so that actually J can always be considered to
be o-equivalent to an antagonist of aq. This latter contains strictly fewer cells
than «, so by induction hypothesis (0|v) —J p iff v € P, where p € {0,1}.
But a = o iff Py # 0, hence the lemma. O



We can now at last prove Theorem 1. Take two different normal nets u, 1’
As remarked above, we can assume w.l.0.g. that p contains a o-equivalence class
not contained in p’. Take any representative o of this equivalence class, and
define v to be the net containing only the equivalence class of an antagonist of
a. By Lemma 1, we have (v | u[?1/X]) —% 1, while (v | 4/[?1/X]) —} 0.

3.1 An Application: Faithfulness

A denotational semantics 9t of DIN is a *-autonomous category which interprets
MELL formulas as objects and nets as morphisms. More precisely, having as-
sociated with the variable X an object X, then 91 associates with each MELL
formula A an object [A]x and with each net p of conclusions C4,...,C, (for
n > 0) a morphism [u]x from [1]x = I (the identity object of the monoidal
structure) to [C1 ... % Cy]x, in such a way that:

composition: [(u|v)]x = [u]x o [V]x.”
invariance: if g — u then [u]xr = [p/] -

A semantics is faithful (or injective, see [9]) if for any two distinct normal
nets p, f', there is an object X, s.t. [u]x # [1']x- A notable corollary of
Theorem 1 is the faithfulness of every non-trivial denotational semantics (for
example Ehrhard’s finiteness spaces, introduced in [12]).

Corollary 1 (Faithfulness). Let 9 be a denotational semantics for DIN. If
there exist two distinct normal nets p, u' s.t. for every object X, [u]x = [1]x,
then the semantics is trivial, i.e., for every object X, for every net v, [V]x =
[0].

Proof. Suppose that for every object X, [u]x = [p']x. By Theorem 1, there
is a simple net « such that ({a}|p[?1/X]) —5 1 and ({a} |p/[?1/X]) —} 0.
Let now v be a net and consider the net va obtained by juxtaposing « to each
simple net of v. Remark that (va | p[?1/X]) —s v and (va|p/'[?1/X]) —3 0. By
hypothesis we have that, for every object X, [u[?1/X]]x = [¢/[?1/X]] x, hence
by composition [(u[?1/X]|va)]x = [{¢'[?1/X] | va)] x, and finally by invariance
[v]x = [O] x- o

4 Proof-nets in DIN

We shall now apply Theorem 1 to the framework of proof-nets, and show a
few examples of interactively indistinguishable proof-nets which can be easily
separated once encoded in DIN.

Our definition of MELL proof-nets follows closely that of Danos and Reg-
nier [13]:8

" Here we are implicitly exploiting the s-autonomous structure of the category: a
morphism of type I — [A] @ [I'] and a morphism of type I — [I'*] % [Z] can be
seen resp. as morphisms of type [A*] — [I'] and [I'] — [X], so it makes sense to
compose them.

8 The original definition of proof-nets is indeed in [5] (see also [8]).

10



Definition 8 (Proof-net). A proof-net is a simple net containing only mul-
tiplicative cells, arbitrary 7 cells, and unary ! cells (which are called promotion
cells in the context of proof-nets), and satisfying the following conditions:

boxing condition: each promotion cell ¢ has an associated subnet B, called a
I-box, such that one conclusion of B, called principal door, is connected to
the auxiliary port of ¢, and all the other conclusions, called auxiliary doors,
are connected to auziliary ports of 7 cells. Moreover, two !-bozxes must either
be disjoint, or included one in the other. In graphical representations, !-boxes
will be drawn as rectangular frames.

sequentialization condition: the net must be defined inductively as follows:
the empty net is a proof-net; a wire, a L or 1 cell are proof-nets; the graph
obtained from a proof-net m by adding a % or 7 cell with auxiliary ports
conclusions of w is a proof-net; the graph obtained from two proof-nets wy, 7o
by juxtaposing them, or by linking a conclusion of w1 and one of mo by a wire
or by a ® cell, is a proof-net; if a proof-net ™ has conclusions A, 7Cq,...,7C,,
then the graph obtained from 7 by adding a ! cell with auxiliary port the
conclusion A, and whose associated !-box is the (mazimal) subnet of ™ not
containing the 7 cells with conclusions 7Cy,...,7Cy, is a proof-net.

There are purely geometrical conditions equivalent to the sequentialization
condition, but we shall not discuss this here.

If w is a proof-net, the depth of a cell of 7 is the number of nested !-boxes in
which it is contained. The depth of m, denoted by 9(w), is the mazimum depth
of its cells.

A proof-net is not a simple net because it contains additional information,
namely that carried by !-boxes. However, this additional information can be
accommodated in DIN thanks to the Taylor-Ehrhard formula, which is the re-
formulation in terms of nets of the usual Taylor expansion of analytic functions
around the origin [12].

Definition 9 (Taylor-Ehrhard expansion). Let w be a proof-net of conclu-
sions I'. Its Taylor-Ehrhard expansion 7% is a net of conclusions I' defined by
induction on the depth of w: if O(w) = 0, then 7 = {x}; if O(m) > 0, then we
have

where g contains no !-boxes. In the above picture, a wire with a diagonal stroke
drawn across it represents an arbitrary number of wires (possibly zero). Then,
we set

11



where 7}y is obtained as follows: by the boxing condition (Definition 8), each
conclusion of m; which is not connected to the auziliary port of a promotion cell
must be connected to an auziliary port of a ? cell ¢ in my. Then, 7|, is obtained
from mg by changing the arity of such cells ¢ as follows: if the arity of c is k+ 1
in o, then it becomes k + k; in w.

Cut-elimination is defined exactly as in Fig. 3, except for exponential cuts.
In these cuts !-boxes play a crucial role, since they delimit subnets to be erased
or duplicated as a whole in one step. Fig. 6 defines exponential cut-elimination
for proof-nets: what happens is that the !-box dispatches n copies of w1 (n >0
being the arity of ? cell shown) inside the !-boxes (if any) crossed by the auxiliary
doors of the 7 cell.

Fig. 6. Cut-elimination rule for promotion.

The Taylor-Ehrhard expansion preserves MELL reductions on proof-nets,
in the sense given by the following proposition:

Proposition 2 (Simulation). Let w1 (resp. m2) be a normal proof-net of con-
clusions A, I (resp. A+, A). If (7 | ma) —* w3, then (m} | m5) —* 75.

Proof. Immediate from the definitions. O

Coherent spaces provide the most classical denotational semantics for proof-
nets (see [5]). Lorenzo Tortora de Falco proves in [9] that this semantics fails to
be faithful: there are distinct normal proof-nets which are associated with the
same morphism, for any interpretation of the variables. We reproduce in Fig. 7a
and in Fig. 8a two examples of pairs of non-separable proof-nets. This means

12
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Fig.7. a) Example 1 of non-separable proof-nets: m; is defined by considering the
dotted wire and cell, instead 72 by considering the dashed ones. b) Definition of
a (i, n, M, P1,q1, .-, Pntm, dntm), Where € is the simple net of Fig. 5b.

that MELL proof-nets cannot verify the separation property, at least in the
strong form of Theorem 1, as this would contradict Corollary 1 (which would
hold also for MELL in that case).

The example of Fig. 7a morally® corresponds to the following PCF terms:

. . true . false
Az.if x then (if z thenfalseelse )else (if z then elsefalse)
false true

true

where the term corresponding to 71 is obtained by choosing true from 7= and
false from ftarllfee, while 75 by making the opposite choices. It is well-known that
this two terms are indistinguishable also in PCF, since the nested if then else
have all the same argument x (corresponding to the 7 cell of conclusion 7(! L®!1)
in Fig. 7a).

The example of Fig. 8a is reported!® in [9]. Notice that this example does
not use promotion: the proof-nets of Fig. 8a are already simple nets, i.e. 7} = ;.
The problem of proof-net separation therefore lies in the contraction rule, and
not in the exponential box.

Although the examples of Fig. 7a and Fig. 8a are not separable in MELL
proof-nets, they become easily separable when translated in DIN. Let us start
with the proof-nets w1, 7o defined in Fig. 7a. Their Taylor-Ehrhard expansions
in DIN are:

ﬂ-T = {a<i7n7m>pl7QIa cee >pn+maqn+m> | 1= Z?:l q]}

. - n+m
W; = {(y<lﬂ7laﬂ17p1aQ1a"'71h1+ﬂ17Qn44n> |Z = E:j:ﬂp+112i}

9 We cheated a bit in order to have simpler proof-nets. The exact proof-nets should
use additives and have conclusions ?(L & 1),1&® 1.

10 To be pedantic, the example we show here is a slight simplification of that defined
in [9], since we are using units and mix.
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777X+ 77X mi nme1

Fig. 8. a) Example 2 of non-separable proof-nets: 71 is defined by considering the
dashed wires, instead w2 by considering the dotted ones. b) Simple net separating 77,
w5 of a)

where a (i,m, M, D1,q1, - - -, Pntm, qntm) 18 the simple net defined in Fig. 7b, and
n,m, p;,q; range over all non-negative integers.

An example of separating simple net is at (2,1,0,0,2). In fact, we have
(rf [t (2,1,0,0,2)) =5 1 and (75 |t (2,1,0,0,2)) —% 0.

Let us turn to 7y, w2 as defined in Fig. 8a. Let « be the simple net of Fig. 8b;
we have (m1[?1/X]|a) —} 1 and (m2[?1/X][a) —7 0.

Observe that both examples are separable by means of simple nets which
make a crucial use of ! cells of arity different (in particular, higher) than 1,
which are exactly the cells not allowed in MELL proof-nets.

5 Concluding Remarks

Faithfulness of relational semantics. It is known that in general a denotational
semantics for MELL does not provide a semantics for DIN: for example, coherent
semantics does not interpret cocontraction (i.e., ! cells of arity higher than 1).

On the other hand, any denotational semantics of DIN provides a semantics
for MELL through the Taylor-Ehrhard expansion: given a proof-net 7, one can
define [r] as [7*].

An immediate consequence of our result is that any semantics of DIN sepa-
rates any two proof-nets with different Taylor-Ehrhard expansions. This sheds
more light upon the faithfulness of relational semantics: a few years ago Tortora
de Falco conjectured in [9] that such semantics is faithful for MELL proof-nets,
a question which still waits to be settled. Since relational semantics is a semantics
for DIN, we can reduce Tortora’s conjecture to the question of whether different
normal proof-nets have different Taylor-Ehrhard expansions.
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Ap-calculus. The question of separation for the Au-calculus has been addressed
by David and Py in [14]. In that paper the authors produce two Apu-terms which
are indistinguishable: the two terms are a variant of the nested if then else
analyzed in the example of Fig. 7a. Very recently Lionel Vaux has introduced in
[15] a differential extension of the Au-calculus: in such extension, it is not hard
to find a term separating David and Py’s terms in exactly the same way as we
did for separating the two proof-nets of Fig. 7a. It is then likely that a separation
result similar to Theorem 1 holds for Vaux’s extension of the Au-calculus.
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