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General presentation of the topic (roughly 5 to 10 lines) 

This internship is about probabilistic programming — a programming paradigm in which programs 
represent statistical models computing probabilistic distributions operationally. A major benefit of 
this approach is to describe inference methods as program transformations, to ease use and 
reuse, and to allow transfers of techniques between the programming-languages and machine-
learning communities. 


More precisely, this internship will focus on a special class of inference algorithms based on 
Bayesian networks, such as the Variable Elimination algorithm, and it will study how to express 
them as program transformations of a special class of let-terms, corresponding to a fragment of 
simply typed lambda-calculus. 


Objective of the internship (roughly 10 to 20 lines) 

Bayesian inference aims to provide efficient algorithms to update the likelihood of a random 
variable according to certain observations (e.g. refreshing the likelihood of having a good grade in 
a computer science class, knowing how many hours a student spent coding for exam 
preparation). A crucial technique is to factor polynomials into products following some 
diagrammatical representations of random variables, such as Bayesian networks and factor 
graphs (see chapter 8 of [1] or chapters 4-7 of [2]). 


In a recent preprint [3], we show how the Variable Elimination algorithm can be expressed as 
program transformations (basically, rewritings over lambda-terms), which transform a global 
definition of a variable into a local definition by swapping and nesting let-in expressions. The goal 
of this internship is quite flexible and can be developed following practical and/or theoretical 
directions :


A) practical goals: (i) to implement the transformations described in [3] on a core language 
consisting basically in a simply-typed lambda-calculus and test it on some relevant examples; 
(ii) to implement some of the heuristics given in chapter 9 of [2] for approaching an optimal 
transformation;


B) theoretical goals: (i) to compare the transformations in [3] with the “let-floating” 
transformations adopted in optimising compilers of functional languages, as e.g. in [4,5], 
looking in particular for relevant examples where the two techniques diverge; (ii) to extend this 
approach to other inference algorithm, like the Message Passing (or Belief Propagation) 
algorithm. 
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Expected ability of the student 

Expertise in two or more of the following topics: functional programming, lambda-calculus, linear 
logic, bayesian inference, probabilistic graphical models, statistical machine learning, statistics.


