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INTRODUCTION

The lambda-calculus was invented in the early 1930’s, by A. Church, and has
been considerably developed since then. This book is an introduction to some
aspects of the theory today : pure lambda-calculus, combinatory logic, seman-
tics (models) of lambda-calculus, type systems. All these areas will be dealt
with, only partially, of course, but in such a way, I think, as to illustrate their
interdependence, and the essential unity of the subject.

No specific knowledge is required from the reader, but some familiarity with
mathematical logic is expected ; in chapter 2, the concept of recursive function
isused ; parts of chapters 6 and 7, as well as chapter 9, involve elementary topics
in predicate calculus and model theory.

For about fifteen years, the typed lambda-calculus has provoked a great deal
of interest, because of its close connections with programming languages, and
of the link that it establishes between the concept of program and that of in-
tuitionistic proof : this is known as the “ Curry-Howard correspondence ”. Af-
ter the first type system, which was Curry’s, many others appeared : for ex-
ample, de Bruijn’s Automath system, Girard’s system %, Martin-L6f’s theory of
intuitionistic types, Coquand-Huet’s theory of constructions, Constable’s Nuprl
system...

This book will first introduce Coppo and Dezani'’s intersection type system.
Here it will be called “ system 2 ”, and will be used to prove some fundamen-
tal theorems of pure lambda-calculus. It is also connected with denotational
semantics : in Engeler and Scott’s models, the interpretation of a term is essen-
tially the set of its types. Next, Girard’s system % of second order types will be
considered, together with a simple extension, denoted by FA, (second order
functional arithmetic). These types have a very transparent logical structure,
and a great expressive power. They allow the Curry-Howard correspondence to
be seen clearly, as well as the possibilities, and the difficulties, of using these
systems as programming languages.

A programming language is a tool for writing a program in machine lan-
guage (which is called the object code), in such a way as to keep control, as
far as possible, on what will be done during its execution. To do so, the primi-
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tive method would be to write directly, in one column, machine language, and,
alongside, comments indicating what the corresponding instructions are sup-
posed to do. The result of this is called a “ source program ”. Here, the aim of
the “ compilation ”, which transforms the source program into an object code,
will be to get rid of the comments.

Such a language is said to be primitive, or “ low level ”, because the com-
puter does not deal with the comments at all ; they are entirely intended for
the programmer. In a higher level language, part of these comments would
be checked by the computer, and the remainder left for the programmer ; the
“ mechanized ” part of the comments is then called a “ typing ”. A language is
considered high level if the type system is rich. In such a case, the aim of the
compilation would be, first of all, to check the types, then, as before, to get rid
of them, along with the rest of the comments.

The typed lambda-calculus can be used as a mathematical model for this
situation ; the role of the machine language is played by the pure lambda-
calculus. The type systems that are then considered are, in general, much more
rich than those of the actual programming languages ; in fact, the types could
almost be complete specifications of the programs, while the type checking
(compilation) would be a “ program proof ”. These remarks are sufficient to ex-
plain the great interest there would be in constructing a programming language
based on typed lambda-calculus ; but the problems, theoretical and practical,
of such an enterprise are far from being fully resolved.

This book is the product of a D.E.A. (postgraduate) course at the University
of Paris 7. I would like to thank the students and researchers of the “ Equipe
de Logique ” of Paris 7, for their comments and their contributions to the early
versions of the manuscript, in particular Marouan Ajlani, René Cori, Jean-Yves
Girard and Michel Parigot.

Finally, it gives me much pleasure to dedicate this book to my daughter Sonia.

Paris, 1990

I want to thank also Darij Grinberg and Robert Solovay, who have corrected
errors in the proofs of corollary 1.3 and theorem 7.16.

Paris, 2011



Chapter 1

Substitution and beta-conversion

The terms of the A-calculus (also called A-terms) are finite sequences formed
with the following symbols : variables x, y, ... (the set of variables is assumed to
be countable), left and right parenthesis, and the letter A. They are obtained by
applying, a finite number of times, the following rules :

e any variable x is a A-term ;
e whenever ¢ and u are A-terms, then sois (f)u;
e whenever ¢ is a A-term and x is a variable, then Ax ¢ is a A-term.

The set of all terms of the A-calculus will be denoted by L.

The term (#) u should be thought of as “ ¢ applied to u ” ; it will also be denoted
by tu if there is no ambiguity ; the term (... (((£) u1) u2) ...) ux will also be written
(Duyuy...ug or tuzuy...ug. Thus, for example, (f)uv, (tu)v and tuv denote
the same term.

By convention, when k =0, (£)uju; ... u; will denote the term ¢.

The free occurrences of a variable x in a term ¢ are defined, by induction, as
follows :
if ¢ is the variable x, then the occurrence of x in ¢ is free ;

if t = (u) v, then the free occurrences of x in ¢ are those of x in u# and
v;

if t = Ay u, the free occurrences of x in ¢ are those of x in u, except
if x = y; in that case, no occurrence of x in t is free.

A free variablein t is a variable which has at least one free occurrence in ¢.
A term which has no free variable is called a closed term.
A bound variablein t is a variable which occurs in ¢ just after the symbol A.

7
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1. Simple substitution

Let t,1,..., 1 be terms and x;,...,x; distinct variables ; we define the term
t<ty/xy,..., tr/ x> as the result of the replacement of every free occurrence of
x;in t by t; (1 =i < k). The definition is by induction on ¢, as follows :
ift=x; (1<i<k),thent<ti/xy,..., !/ x>=1;;
if t is a variable # x1,..., X, then t<f;/x1,..., /x> =t
if £ = (u)v, then
t<tilx1,..., gl x> = (u<ty/ xy,..., g/ X >)v<ty 1 x1, ..., bl x>
ift=Ax;u(1<i<k),then
tI<tlx1,... bl x> =Axiu<ty/x1,..., -1/ Xi—1, Lis1/ Xiglse oo e Xi> 5
if t = Ax u, with x # x1,..., x, then
t<t/x1,..., x> =Axu<ti/xy,..., e/ x>
Such a substitution will be called a simple one, in order to distinguish it from
the substitution defined further on, which needs a change of bound variables.
Simple substitution corresponds, in computer science, to the notion of macro-
instruction. It is also called substitution with capture of variables.

With the notation t<t;/x1,..., i/ x>, itis understood that x1, .. ., x are distinct
variables. Moreover, their order does not matter ; in other words :

<t/ x1,..., tl Xk >=t<tg1/Xg1,..., lok! Xgx> for any permutation o of {1,..., k}.

The proof is immediate by induction on the length of ¢ ; also immediate is the
following :

If t1,..., tx are variables, then the term t<ty/xy,..., i/ x> has the same length
ast.

Lemma 1.1. Ifthe variable x, is not free in the term t of L, then :
t<ti/x1,..., /x> =t<tol xp,..., g/ x>

Proof by induction on ¢. The result is clear when ¢ is either a variable or a term
of the form (u)v. Now suppose t = Axu ; then:
if x = x1, then:
<ty xX1,..., bl x> =Ax u<tal xo, ..., G/ Xx> = t<to/ Xo,..., b/ X3>;
if x = x; with i #1, say x = x, then:
t<ti/x1,..., bl x> =Axu<ty/x1,..., te—1/ Xp—1>
=Axu<trlxp,...,te_1/ Xp—1>
(by induction hypothesis, since x; is not free in u)
=t<bl/Xo, ...t x> ;
if x # x1,..., xx, then :
<til/x1,..., bl x> =Axu<ty/x1,..., b/ x> =Axu<tr/ xo,..., ti/ x>
(by induction hypothesis, since x; is not free in u) = t<ty/xo,..., ti/ x>
Q.E.D.
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Remark. Usually, in textbooks on A-calculus (for example in [Bar84]), the simple sub-
stitution is considered for only one variable. In a substitution such as t<u/x>, the term
t is then called a context or a term with holes ; the free occurrences of the variable x in
t are called holes and denoted by []. The term ¢t<u/x> is then denoted as t[u] and is
called the result of the “ substitution of the term u in the holes of the context ¢ .

The major problem about simple substitution is that it is not stable under com-
position ; if you consider two substitutions :

<t/x1,...,tmlxm>and <uy/y1,...,unl yp>

then the application ¢— t<ty/xy,..., L/ Xm><u1/ys,..., unl yp>is not, in gen-
eral, given by a substitution. For instance, we have :

y<ylx><x/y>=xand z<y/x><x/y> = z for every variable z # y. Thus, if the
operation <y/x><x/y> was a substitution, it would be <x/y>. But this is false,
because Ay x<y/x><x/y>=Ayyand Ayx<x/y>=Ayx.

In the following lemma, we give a partial answer to this problem. The definitive
answer is given in the next section, with a new kind of substitution, which is
stable by composition.

Lemma 1.2.
Let {x1,...,Xm}, {y1,--., Yn} be two finite sets of variables, and suppose that their
common elements are x| = y1,...,Xx = Yk. Let t,ty,...,tm, Uy,..., Uy, be terms
of L, and assume that no free variable of 1, ..., t;, is bound in t. Then :
<t/ x1,..o, tml Xm><url y1, ..., unl yn>

= 1<t /X0,y by Xy U1 | Yies1s oo Und Yn>,
where t; = t;<uy/y1,..., Unl yn>.

Proof by induction on the length of ¢ :
i) tis a variable : the possible casesare t=x; (1<i<m), t=y;j (k+1=<j=<n),
or ¢ is another variable. In each of them, the result is immediate.
ii) £ = (u) v ; the result is obvious, by applying the induction hypothesis to z and
v.
iii) £ = Axu ; we first observe that the result follows immediately from the in-
duction hypothesis for u, if x # x1,..., Xm, Y1,---» Vn-
Ifx=x; (1<i<k),sayx,then:
1<ty x1,..., Lyl x> = Axyu<tol xo,..., ty! X >.
Since x; = y;, we have :
1<t/ x1,.., tml Xp><url y1, ..., upl yn>
=AX U<t/ Xo,..., tm! Xm><u!yYo,..., Ul yn>.
By the induction hypothesis for u, we get :
U<trl Xa,..., tl Xm><ual yo,..., unl yn>
= U<ty !Xz, ..., ty Xy Uks1/ Yica1s -+ Unl Yn>
with tl,., =t;<ux!lyo,..., Ul yp>.
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But, since x; = y; is bound in ¢, by hypothesis, it is not a free variable of ;. From
lemma 1.1, it follows that tlf’ =<1/ Y1, Upl yp>= tlf. Therefore :
1<t /X1, bl Xm><ur ! Y1, ..., Unl yn>

= Axy u<tyl Xz, ..., t! Xy U1/ Yica1s - or Unl Y >
= 1<t/ X1, s by Xy Ukt Yica1s o or Un Yi>.

If x=x; (k+1<i<m),say x, then:

t<ti/x1,..., tm! Xm>=Axpu<ti/x1,..., -1/ Xm-1>,
and since x,, # y1,..., Yn, We get :
<ty /xy,..., tml Xm><uyl yr, ..., unl yn>

=Axpu<ty/xy, ...t/ Xm—1><uy Y1, .. Ul Yu>.
By the induction hypothesis for u, we get :
u<t1/x1,...,tm_l/xm_1><u1/y1,...,un/yn>
= u<ty/X1,.., th  Xmet, Uksr ! Vies1s - Unl Yn>,
Therefore t<ty/x1,..., tm!/ Xm><uy/ y1,..., Unl yn>
=AXmu<ty/x1,..., 0 / Xme1, Uks1 ! Vicats oo Unl Yn>
= 1<t/ X1,y by Xy Ukt | Yica1s o or Und Yi>.

If x=y; (k+1=< j<n),say yp then:
I<UIX1, .ot Xp> = Ay u<ti/ xy,..., ty! X>, since y, # x1,..., Xm.
Therefore t<t1/xy,..., tm/Xm><ur/y1,...,unl yp>
=Aypu<ti/xi,..., tpl Xxm><uyly1, ..., Up—1/ yn—1>.
By the induction hypothesis for u, we get :
u<ti/xy,...,tmlxm><ur!y1,..., up-1/yn-1>
= u<t]Ix1,..., ty ! Xpmy U1/ Yicw1s s Un—1/Yn-1>,
with tz," =6<uily1,..., Un-1/yn-1>.
But, since y, is bound in ¢, by hypothesis, it is not a free variable of ¢;. From
lemma 1.1, it follows that ¢ = t;<u1/y1,..., u,/ yp> = t,. Therefore :
t<ty/xy,..., tml Xm><url yr, ..., unl yn>
= AYp u<tylx1,..., tpy/ X, U1 Yies 15+ Un—1/ Yn-1>
= 1<t/ X1, s by Xy Ukt Yica1s s Un Yi>.
Q.E.D.

Corollary 1.3. Lett, ty,..., t,, be A-terms, and {xy,...,Xn}, {y1,..., Ym} two sets of
variables such that none of the y;'s occurin t. Then:
<Y1 X1, ey Yl X ><8 1 Y1, bl Yym> = E<B /X1, bl X >.

Suppose that xi,..., xXr ¢ {y1,..., Ym} and Xg41,-- -, Xm €Y1, ) Ym}-

Then Xy41,..., Xy are not free in ¢ and therefore, by lemma 1.1, we have :

<Y1/ X1,y Yl Xm> = t<y1/X1, .., Vil Xi>.

The two sets {x1,..., x¢} and {y, ..., v} are disjoint, and the variables y1,..., ym
are not bound in t. Therefore, by lemma 1.2, we have :
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E<Y1! X1, Vi Xk ><OU I Y15t Ym> = E<C1 ] X1, oo Eid Xiy TLT VY oo En Y >
But y,..., ym are not free in ¢, and therefore, by lemma 1.1 :
E<t /X1, b X L V- B Y > = <ty Xy, B X >
Now Xg41,..., X are not free in ¢ ; thus, again by lemma 1.1 :
<t/ x1,..., bl x> =t<ti/x1,..., byl X>.
Q.ED.

Let R be a binary relation on L ; we will say that R is A-compatibleif it is reflexive
and satisfies :
tRt'=>AxtRAxt ;tRt,uRu' = (HuR(Hu'.

Remark. A binary relation R is A-compatible if and only if :

X R x for each variable x ;

IRt > AxtRAxt' ; tRt, uRu = ()uR (¢)u for all terms t,u, t', u'.
Indeed, R ¢ is easily proved, by induction on the length of ¢.

Lemma 1.4. IfR is A-compatibleand t, Rt,...,ty Rt,, then :
t<ty/X1,..., el x> R U<ty x1,..., b x>

Immediate proof by induction on the length of ¢.
Q.ED.

Proposition 1.5. Let R be a binary relation on L. Then, the least A-compatible
binary relation p containing R is defined by the following condition :

(1) tpt' & there exists terms T, 1, ..., tx, t{, ..., I and distinct variables x;, ..., Xi
suchthattiRt; 1 <i<k)andt=T<n/xy,..., g/ x>, t' = T<t}/x1,..., [,/ x>,

Let p’ be the least A-compatible binary relation containing R, and p the relation
defined by condition (1) above. It follows from the previous lemma that p’ > p.
It is easy to see that p © R (take T = x;). It thus remains to prove that p is A-
compatible.
By taking k = 0 in condition (1), we see that p is reflexive.
Suppose t = T<ti/xy,..., tg/ x>, t' = T<ty/x1,..., t,’C/xk>. Let y1,..., y be dis-
tinct variables not occurringin T. Let V = T<y;/xy,..., yx/ xx>. Then, it follows
from corollary 1.3 that t = V<ti/y,..., ty/yp> and t' = V<t /y1,..., 6,1 yi>.
Thus the distinct variables xj, ..., xi in condition (1) can be arbitrarily chosen,
except in some finite set.
Now suppose fpt’ and upu’ ; then:
t=T<tlx1,..., t5l x>, t' = T<t]/xy,..., t. ] x;> with t; Rt ;
u=U<wu/yr,...,uly;> u' =U<ui/y,...,u;l y> with ujRu;..
By the previous remark, we can assume that x,..., Xk, y1,..., y; are distinct, dif-
ferent from x, and also that none of the x;’s occur in U, and none of the y;’s
occur in T. Therefore :
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Axt=AxT)<t/x,..., /x>, Axt' = (AxT)<t]/x1,..., t,’C/xk>
which proves that AxtpAxt'.
Also, by lemma 1.1:
t= T<t1/x1,...,tk/xk,ul/yl,...,ul/yp,
t'=T<ti/x1,..., 0 Xk, Uy y1,..., uplyr>
(since none of the y;’s occurin T) ;
and similarly :
u=U<ti/xy,..., ! X, ur 1 y1,..., url yr>,
u'=U<t/x1,..., 0 xp, Uy y1,. .yl yi>
(since none of the x;’s occur in U).
Let V=(TU;then (Hu=V<t/xy,..., k! X, ur/ y1,..., uil yr>,
(' =v<t]Ix1,..., /X, u’llyl,...,u;/yp and thus (Hup (tu'.
Q.E.D.

2. Alpha-equivalence and substitution

We will now define an equivalence relation on the set L of all A-terms. Itis called
a-equivalence, and denoted by =.

Intuitively, = ¢’ means that ¢’ is obtained from ¢ by renaming the bound vari-
ables in 7 ; more precisely, ¢ = ¢’ if and only if  and ¢’ have the same sequence of
symbols (when all variables are considered equal), the same free occurrences
of the same variables, and if each A binds the same occurrences of variables in
tandin t'.

We define r = ¢/, on L, by induction on the length of #, by the following clauses :

if ¢ is a variable, then r = ¢’ ifand only if r = ' ;
ift=(uv,thent =t ifand onlyif t' = (u) v/, withu=u'and v =v';

if t = Axu, then ¢t = ¢ if and only if ' = Ax'v/, with u<y/x> =
u'<ylx'> for all variables y except a finite number.

(Note that u<y/x> has the same length as u, thus is shorter than ¢, which guar-
antees the correctness of the inductive definition).

Proposition 1.6. If t = t/, then t and t' have the same length and the same free
variables.

The proofis done by induction on the length of ¢. The cases when ¢ is a variable,
or t = uv are trivial.

Suppose now that t = Ax u and therefore ' = Ax' . Thus, we have :

u<ylx> = u'<ylx'> for every variable y except a finite number.
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We choose a variable y # x, x' which, moreover, does not appear (free or bound)
in u,u'. Let U (resp. U’) be the set of free variables of u (resp. u').
The set V of free variables of u<y/x>is U if x ¢ U and (U \{x}) u{y}if x € U.
Also, the set V' of free variables of u'<y/x'>is U’ if x' ¢ U and (U’ \ {x'}) u {y} if
x' € U'. Now, we have V = V’, by the induction hypothesis.
Ifx¢ U ,wehave y¢ V,thus y¢ V' and x' ¢ U'. Thus U=V =V'=U"and Axu,
Ax" u' have the same set of free variables, which is U.
If x € U, then y € V, thus y € V' and therefore x' € U’.
The set of free variables of Ax u (resp. Ax'u') is U\ {x} = V\ {y} (resp. U’ \ {x'} =
V'\{y}). Since V = V', it is, once again, the same set.

Q.ED.

The relation = is an equivalence relation on L.

Indeed, the proof of the three following properties is trivial, by induction on ¢ :
t=t;t=t=>t'=t;t=t,t'=t"=>1t=1"

Proposition 1.7. Let t,t', 11,1, ..., I, t,’C be A-terms, and xi,..., xx distinct vari-
ables. Ift=1t', h=t},..., tx = t,’c and if no free variable in ty,..., ty is bound in
t,t', then t<ty/x1,..., gl xp> = 1<ty x1,..., b, x>

Note that, since ¢t = ¢/, t and ' have the same free variables. Thus it can be
assumed that x,..., x; are free in ¢t and ¢’ ; indeed, if x1, ..., x; are those x; vari-
ables which are free in ¢ and ¢/, then, by lemma 1.1 :
t<t/x1,..., /x> = t<ti/x1,...,t;/ x;> and

t'<tlx,..., t]'C/xk> =t'<t]/x1,..., t;/xl>.
Also, since t; = tlf , t; and tl’. have the same free variables. Therefore, no free vari-
ablein t1,,..., t, t,’C isboundin t, ¢'.

The proof of the proposition proceeds by induction on ¢. The result is im-
mediate if ¢ is a variable, or r = (#)v. Suppose t = Axu. Then t' = Ax'u/ and
u<ylx>= u'<y/x'> for all variables y except a finite number.
Since x3,..., X are free in t and ¢/, x and x’ are different from x;,..., x;. Thus
t<t/x1,..., bl x> =Axu<ty/xi,..., tk/ x> and
t'<tlx,..., t]’clxk> =Ax'u'<t]/x1,..., t]’clxk>.

Hence it is sufficient to show that :

U<ty/x1,..., el Xp><ylx> = u'<t)/x1,..., ./ xp><ylx'>
for all variables y except a finite number.
Therefore, we may assume that y # x1,..., xk. Since x, x" are respectively bound
in t,¢, they are not free in #,..., t, 1, ..., t]’C : thus, it follows from lemma 1.2
that

u<ti/xi,..., el xk><ylx>=u<ty/xy,..., g/ xg, y/ x> and

W<t Ixy,..., G xpe><ylX'>=u'<t]/x,..., 1/ X, y1 X'>.
Since y # x1,..., Xk, we get, applying again lemma 1.2 :
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u<ylx, tilxy,..., el x> = u<ylx><ty/xy,..., tp/ x> and

u'<ylx, t)lxy,... x> =u'<ylx'><t]/x1,..., /x>
and therefore :

u<ty/xi,..., txl xp><ylx> = u<ylx><ty/xy,..., tp/ x> and

u<tlxy, ..., Gl xpe><ylx'>=u'<ylxX'><t]/xy,..., t;/ x>
Now, since u<y/x> = u'<y/x'> for all variables y except a finite number, and
u<y/ x> is shorter than ¢, the induction hypothesis gives :
U<yIx><ti/xi,..., el x> = u' <yl x'><t]/x1,..., t;C/xk>, thus:
U<t/ x1,..., el Xp><ylx> = u' <t/ xy, ..., t,’clxk><y/x’> for all variables y ex-
cept a finite number.

Q.E.D.

Corollary 1.8. The relation = is A-compatible.

Suppose t = t'. We need to prove that Axt = Ax ¢, that is to say :
t<ylx> = t'<y/x> for all variables y except a finite number. But this follows
from proposition 1.7, provided that y is not a bound variable in ¢ or in ¢'.

Q.E.D.

Corollary 1.9. Ift,t1,..., t, I, ..., t,’C are terms, and xi,..., Xy are distinct vari-
ables, then :
H=t,.., =t > <t/ x,..., ] X > = (<t X1, 0 X>

This follows from corollary 1.8 and lemma 1.4.
Q.E.D.

However, note that it is not true that u = v’ = u<t/x> = u'<t/x>. For example,
Ayx=Azx,while A\yx<y/x>=Ayy# Azx<ylx>=Azy.

Lemma 1.10. Axt = Ay t<y/x> whenever y is a variable which does not occur
int.

By corollary 1.3, t<z/x> = t<y/x><z/y> for any variable z, since y does not
occur in ¢. Hence the result follows from the definition of =.
Q.E.D.

Lemmal.11. Let t be a term, and x;, ..., Xy be variables. Then there exists a term
t', t' = t, such that none of xu, ..., Xy are bound in t'.

The proof is by induction on .
The result is immediate if ¢ is a variable, or if ¢ = (1) v.
If £ = Ax u, then, by induction hypothesis, there exists a term v/, u’ = u, in which
none of xi,...,xx are bound. By the previous lemma, t = Axu’' = Ayu'<y/x>
with y # x1,..., x¢. Thus it is sufficient to take t' = Ay u'<y/x>.

Q.E.D.
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From now on, a-equivalent terms will be identified ; hence we will deal with
the quotient set L/=; itis denoted by A.

For each variable x, its equivalence class will still be denoted by x (it is actually
{x}). Furthermore, the operations ¢,u — (f)u and ¢,x — Axt are compatible
with = and are therefore defined in A.

Moreover, if £ = ¢/, then t and ¢’ have the same free variables. Hence it is possi-
ble to define the free variables of a member of A.

Consider terms t, t1,..., tx € A and distinct variables xi,...,x;. Then the term
tlty/xy,..., tx/ x;] € A (being the result of the replacement of every free occur-
rence of x; in ¢ by #;, for i = 1,...,k) is defined as follows : let t,t,,...,; be
terms of L, the equivalence classes of which are respectively ¢,1,..., . By
lemma 1.11, we may assume that no bound variable of ¢ is free in 11, ..., tx. Then
tlt1/x1,..., tr/ xi] is defined as the equivalence class of <, /xy,..., £,/ x;>. In-
deed, by proposition 1.7, this equivalence class does not depend on the choice
of £,1;,..., 1.

So the substitution operation ¢, ty,..., ty — t[t1/x1,..., tx/ x] is well defined in
A. Tt corresponds to the replacement of the free occurrences of x; in t by ¢;
(1 =i < k), provided that a representative of ¢ has been chosen such that no
free variable in #4,..., f; is bound in it.

The substitution operation satisfies the following lemmas, already stated for
the simple substitution :

Lemma 1.12. Ifthe variable x; is not free in the term t of A, then :
talxy, ...t lxi ] =t/ xo, ..., t! X ].

Immediate from lemma 1.1 and the definition of #[#/x1,..., tx/Xi].
Q.ED.

The following lemma shows that the substitution behaves much better in A
than in L (compare with lemma 1.2). In particular, it shows that the compo-
sition of two substitutions gives a substitution.

Lemma 1.13. Let{xy,...,Xm}, {y1,--., Yn} be two finite sets of variables, and sup-
pose that their common elements are x; = yy,..., Xk = Vk-

Lett, ty,...,tm,U1,..., Uy, be terms of A. Then :

tlalxe, .ot Xl lun Y, .o unl ynl = ELE] X1, ot Xy Ukest | Vica1s - Und Vi)
where t; = ti[ui/ y1,..., un! ynl.

Let t,t,,...,%,,,U,,..., 4, be some representatives of t,1,,..., ty, U1,..., Uy. By
lemma 1.11, we may assume that no bound variable of ¢ is free in fi,..., t;,,
u,..., Uy, and that no bound variable of ¢ ,..., t, isfreein uy,..., uy,.
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From lemma 1.2, we get :
<ty/xy,..o b [ xm><uy I yr,..o U, ye>

=t<ti/x1, .00 U Xy gy Vs 150 Uy | V>
where £} = t;<u,/y1,..., U,/ yn>.
The first member is a representative of ¢[t,/x1,..., t;m/ Xmllu1/ y1,..., unl yul, be-
cause t<t,/xy,...,t, /xn> is a representative of t[#;/xy,..., I/ Xp], and there
is no bound variable of this term which is free in u,, ..., u,. The second member
is a representative of t[t{/xl, cver by X, W1/ Vi1, - > Un! Y], since no bound
variable of tis freein ¢},..., ¢, , Uy, 1,..., U

Q.E.D.

n

Corollary 1.14. Any free variable of t[t,/x1,..., tm/ X, isfreeint orinty or...or
inty.

Let x be a variable which is not free in ¢,1,..., ;;. By lemma 1.13, we have
tity/xy, ..., tml Xyl x] = tlt1/ x1,..., tm! xy] for any variable y. This shows that
xisnotfreein t[t;/x1,..., tm! Xm).

Q.ED.

Lemma 1.15. Let x, x' be variables and u, u' € A be such thatAxu= Ax"u'. Then
u(t/x] = u'[t/x] for every t € A.

Let u, u’ € L be representatives of u, u’. Then Ax u = Ax’ v’ and, by definition of
the a-equivalence, we have u<y/x> = u'<y/x'> for every variable y but a finite
number. If we suppose that y is not bound in u, v/, we see that u[y/x] = u'[y/x']
for every variable y but a finite number ; therefore u[y/x][t/y] = u'[y/x'1[t/y].
If we suppose that y is different from x, x’, then, by lemma 1.13, we get :
ult/x,t/yl = u'[t/x',t/y]. Assume now that y is not free in u,u’ ; then, by
lemma 1.12, we obtain u[t/x] = u/[t/X'].
Q.E.D.

Proposition 1.16. Let t € A such that t = Ax u. Then, for every variable x' which
is not free in t, there exists a unique u' € A such that t = Ax'u' ; it is given by
u' = ulx'/x].

Remark. Clearly, if x’ is a free variable of ¢, we cannot have r = Ax’ /.

If Axu=Ax"u/, then u[x'/x] = u'[x'/x'] = u’ by lemma 1.15.

We prove now that, if u’ = u[x'/x], then Axu = Ax’u/. We may assume that
x and x’ are different, the result being trivial otherwise. Let u be a represen-
tative of u, in which the variable x’ is not bound. Then u' = u<x'/x> is a
representative of u'. It is sufficient to show that Axu = Ax' ¢/, that is to say
u<ylx>= u'<ylx'> for every variable y but a finite number.

Now u'<y/x'>=u<x'/x><yl/x'>. By corollary 1.3, we get :
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u<x'/x><ylx'> = u<y/ x> since the variable x’ does not occur in u : indeed, it
is not bound in u by hypothesis, and it is not free in u, because it is not free in
t=Axu.

Q.ED.

We can now give the following inductive definition of the operation of substi-
tution [#;/x1,..., tx/ x§], which is useful for inductive reasoning :

xilt/x,... t/xl=tiforl<i<k;

if x is a variable different from x;,..., x, then
x[ty/x1,..., tel/xK] = x;

if t = uv, then t[t;/x1,..., ti! xx]
=wlh/xy,..., el x Dol ! x,..., tel Xl ;

if t = Ax u, we may assume that x isnot freein ¢y,..., f; and different
from xi,..., X (proposition 1.16). Then
tt/x1,..., e/ xi) = Ax(ulty/ x1,..., tel xi]).

We need only to prove the last case :

let u,t,,...,t; be representatives of u, f1,..., fx, such that no free variable of
f,..., tx isbound in u.

Then t = Ax u is arepresentative of ¢ ; and 7 = t<t,/xy,..., t;/ x> is arepresen-
tative of t[t,/xy,..., tx/ x¢], since the bound variables of ¢ are x and the bound
variables of u, and x is not free in #y,..., fx. Now T = Axu<t,/xy,..., 1./ x>
since x # x1,..., Xx. The result follows, because u<t,/xs,..., ;. /x> is a repre-
sentative of u(t/xy,..., ti/ Xi].

We now define the notion of A-compatibility on A : if R is a binary relation on
A, we will say that R is A-compatibleif it satisfies :

X R x for each variable x ;
tRt > AxtRAxt;
tRt, uRu = (HuR(Hu'.

A A-compatible relation is necessarily reflexive. Indeed, we have :

Lemma 1.17. IfR is A -compatible and t,R ¢t ,..., ty R t,’c, then :
tity/x1,..., el X RE[E /X, .0, £ ) XD

Immediate proof by induction on the length of ¢.
Q.ED.
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3. Beta-conversion

Let R be a binary relation, on an arbitrary set E ; the least transitive and reflexive
binary relation which contains R is obviously the relation R’ defined as follows :
t R'u < there exist a finite sequence = vy, v1,..., Vy—1, Vs = u of elements of E
such that v;Rv;4; (0<i<n).

R’ is called the transitive closure of R.

We say that the binary relation R on E satisfies the Church-Rosser (C.-R.) prop-
ertyif and only if :

for every t,u, u’ € E such that t Ru and ¢ R u/, there exists some v € E such that
uRvand u'Ruv.

Lemma 1.18. Let R be a binary relation which satisfies the Church-Rosser prop-
erty. Then the transitive closure of R also satisfies it.

Let R’ be that transitive closure. We will first prove the following property :
tR'u,tRu’ = forsome v, uRvand u'R'v.
t R'u means that there exists a sequence t = vy, v1,..., V-1, Uy = u such that
ViRvi;1 (0<i<n).
The proof is by induction on 7 ; the case n =1 is just the hypothesis of the
lemma.
Now since tR'v,,—; and t R/, for some w, v,—1Rw and v'R'w. But v,—1R u, so
uRv and w R v for some v (C.-R. property for R). Therefore u'R’ v, which gives
the result.
Now we can prove the lemma : the assumptionis t R'uand ¢ R'v/, so there exists
asequence: f = vg, U1,..., Up—1, Uy = U’ such that v;Rv;; (0<i<n).
The proof is by induction on n : the case n = 1 has just been settled.
Since t R'u and t R'v,,—1, by induction hypothesis, we have u R'w and v,,-1R'w
for some w. Now v,_1Ru/, so, by the previous property, wRv and u'R'v for
some v. Thus uR'v.

Q.E.D.

In the following, we consider binary relations on the set A of A-terms.

Proposition 1.19.
Ift,u,t',u’' € A and Axu)t = (Ax'u)t', then u(t/x] = u'[t'/x'].

This is the same as lemma 1.15, since (Ax u)t = (Ax'u/) ¢’ if and only if £ = ¢’ and
Axu=Ax'"u'.
Q.ED.

A term of the form (Axu)t is called a redex, u[t/x] is called its contractum.
Proposition 1.19 shows that this notion is correctly defined on A.
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A binary relation Sy will now be defined on A ; t fo t' should be read as :
“ t' is obtained by contracting a redex (or by a §-reduction) in t ”.
The definition is by induction on ¢ :
if ¢ is a variable, then there is no t' such that ¢ o t’ ;
if t = (u) v, then 1 By t' if and only if
either t' = (u)v' with v B v/,
or t' = (u)v with u By v/,
orelse u=Axwand t' = wlv/x];
if t=Axu, then t By t' if and only if t' = Ax v/, with u By v
We must check that, in this last case, the definition of ¢ does not depend on
the choice of the bound variable x. We show this by induction on the length of
t, simultaneously with the following proposition 1.20.

We first remark, from the definition of y and corollary 1.14, that whenever
t Bo t', any free variable in ¢’ is also free in t.

Proposition 1.20. Ift Bt then t[ty/xy,..., tx/xi) Bo t' [0/ X1, ..., b/ Xk].

For the sake of brevity, we use the notation 7 for t[f,/x1,..., tx/x]. It follows
from the definition of B, that the different possibilities for ¢, ¢’ are :
i) t = (wvand t' = (w)v', with v By v'. Then, by induction hypothesis, we get
U Bo 7' ; hence the result, by definition of S.
ii) t= (wvand ¢ = (u)v, with u fo u'. Same proof.
iii) # = (Axw)v and t' = u[v/x]. By proposition 1.16, we may assume that x is
not free in 11,..., t; and different from xy,..., xi.
Then 7' = ulv/x][t1/x1,..., tx/ xk] = uld/x, t1/x1,..., tx/x;] (by lemma 1.13) =
ulty/xi,..., tx/ 110/ x] (by lemma 1.13 and the choice of x) = @[D/ x].
Now 7 = (Ax @) D, and therefore 7 ¢ '.
iv) t=Axu, t'=Axu/, and u By u'. Let us check first that the definition of B¢ in
this case does not depend on the choice of the bound variable x. Let y be a vari-
able which is not free in ¢ (and thus also not free in ). By the induction hypoth-
esis, we have u[y/x] By u'[y/x], and therefore Ay u[y/x] Bo Ay u'[y/x] which is
the desired result.
Again, we may assume that x is not free in 1y, ..., fx and different from x;, ..., xi.
Then, by induction hypothesis, we get & Sy &', and therefore Ax @i fo Ax 0i'.
Finally, by the choice of x, this is the same as :
Axuw)[ty/x1,..., el xi) Bo Ax ') [/ x1, ..., te] Xk).

Q.E.D.

The B-conversion is the least binary relation f on A, which is reflexive, transi-
tive, and contains fy. Thus, we have :

t Bt < there exists a sequence t = fy, ty,..., [n-1, tn = t' such that ;B t;; for
O0<i<sn-1mn=0).
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Therefore, whenever ¢ § ¢, any free variable in ¢’ is also free in t.
The next two propositions give two simple characterizations of f.

Proposition 1.21. The (-conversion is the least transitive A-compatible binary
relation B such that (Ax u)t Bult/x] for all terms t, u and variable x.

Clearly, t Bot',uBou’ = AxtPoAxt' and (u)t B (u')t'. Hence B is A-compatible.
Conversely, if R is a A-compatible binary relation and if (Ax u)¢ R u[¢/x] for all
terms f, u, then it follows immediately from the definition of Sy that R > [
(prove t B t' = t R t' by induction on 1). So, if R is transitive, then R > 3.

Q.E.D.

Proposition 1.22. f is the transitive closure of the binary relation p defined on A
by : up u' < there exist a term v and redexes t,..., t; with contractums t{, . z‘]’C
such thatu=viti/xy,..., te/ xil, u = v[t]/x1,..., £ 1 xk].

Since f is A-compatible, it follows from lemma 1.17 that § > p, and therefore
p contains the transitive closure of p. Conversely, the transitive closure of p
clearly contains f, and therefore contains .

Q.ED.

Proposition 1.23. IftBt',t1 Bty,..., tx B t; then:
tlty/ x1,.., el X ) BE L8] X1,y B ] X)L

Since f is A-compatible, we have, by lemma 1.17:
l'[tl/xl,...,tk/Xk]ﬁl'[ti/xl,...,tllc/Xk].
Then, we get ¢[t]/x1,..., {;./x¢] B£'[£]/X1,..., t;./ Xi] by proposition 1.20.
Q.E.D.

A term ¢ is said to be normal, or to be in normal form, if it contains no redex.
So the normal terms are those which are obtained by applying, a finite number
of times, the following rules :

any variable x is a normal term ;
whenever ¢ is normal, sois Ax¢;
if ¢, u are normal and if the first symbol in ¢ is not A, then (¢)u is normal.

This definition yields, immediately, the following properties :

A term is normal if and only if it is of the form Ax;... Axp(x) ¢ ... ¢, (with k,n >
0), where x is a variable and £, ..., t,, are normal terms.

A term ¢ is normal if and only if there is no term ¢’ such that ¢ 8 t’.

Thus a normal term is “ minimal ” with respect to , which means that, when-
ever tis normal, ¢ §t' = t = t'. However the converse is not true :
take r = (Ax(x)x)Ax(x)x, then ¢t B t' = ¢ = t’ although t is not normal.
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A term ¢ is said to be normalizableif t f t' for some normal term ¢’

A term ¢ is said to be strongly normalizable if there is no infinite sequence
t=1tyt,..., tn,... such that t; B t;+1 for all i = 0 (the term ¢ is then obviously
normalizable).

For instance, Axx is a normal term, (Ax(x)x)Axx is strongly normalizable,
(Ax y)w is normalizable but not strongly, and w = (Ax(x)x)Ax(x)x is not nor-
malizable at all.

For normalizable terms, the problem of the uniqueness of the normal form
arises. It is solved by the following theorem :

Theorem 1.24 (Church-Rosser).
The B-conversion satisfies the property of Church-Rosser.

This yields the uniqueness of the normal form : if £ § 1, ¢ £, with £;, £, normal,
then, according to the theorem, there exists a term #3 such that ¢, B3, t B 13.
Thus t; = 13 = 6.

In order to prove that £ satisfies the Church-Rosser property, it is sufficient to
exhibit a binary relation p on A which satisfies the Church-Rosser property and
has the -conversion as its transitive closure.

One could think of taking p to be the “ reflexive closure ” of y, which would
be defined by xpy © x = y or xfpy. But this relation p does not satisfy the
Church-Rosser property : for example, if ¢ = (Ax(x)x)r, where r is a redex with
contractum r’, u = (r)r and v = (Ax(x)x)r’, then  Bo u and ¢ By v, while there is
no term w such that u o w and v oy w.

A suitable definition of p is as the least A-compatible binary relation on A such
thattpt,upu' = Axwtpu'[f'/x].

To prove that § o p, it is enough to see that t ¢, upu’ = Axwtpu'(t'/x] ;
now : (Axu)t B (Axu')t’ (since B is A-compatible) and (Axu')t'Bu'[t'/ x] ; then
the expected result follows, by transitivity.

Therefore, § contains the transitive closure p’ of p. But of course p > g, so
p'>p.

Hence f is the transitive closure of p. It thus remains to prove that p satisfies
the Church-Rosser property.

By definition, p is the set of all pairs of terms obtained by applying, a finite
number of times, the following rules :

1. x p x for each variable x ;

2.tpt' > AxtpAxt';

3.tpt'andupu' = (Hup(Hu';

4. tpt'andupu’ = Axupt'[u'/x].
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Lemma 1.25.

i) Ifxpt', where x is a variable, then t' = x.

i) If Axupt', thent' = Axu', andupu'.

i) If wvpt', then either t' = (u')v withupu' andvp v’
oru=Axwandt = w'[v'/x] withvpv and wp w'.

i) xp ¢’ could only be obtained by applying rule 1, hence ¢’ = x.
ii) Consider the last rule applied to obtain Ax up t’; the form of the term on the
left shows that it is necessarily rule 2 ; the result then follows.
iii) Same method : the last rule applied to obtain (u)vp t' is 3 or 4 ; this yields
the conclusion.

Q.E.D.

Lemma 1.26. Whenevertpt andupu', then t(u/x]p t'[u'/x].

The proof proceeds by induction on the length of the derivation of ¢p ¢’ by
means of rules 1, 2, 3, 4 ; consider the last rule used :

Ifitis rule 1, then ¢ = t' is a variable, and the result is trivial.

If it is rule 2, then t = Ayv,t' = Ayv’' and vpv'. By proposition 1.16, we
may assume that y is different from x and is not free in u, . Since up v/, the
induction hypothesis implies v[u/x]p v'[u'/x] ; hence Ay viu/x]lp Ay v'[u'/ x]
(rule 2), that is to say t[u/x] p t'[u'/x].

Ifitis rule 3, then t = (v)w and ¢’ = (V) w', with vp v and wp w'.

Thus, by induction hypothesis, v{u/x] p v'[u'/x] and w(u/x] p w'[u'/x].
Therefore, by applying rule 3, we obtain (v[u/x])wlu/x]p (V'[u//x])w'[u'] x)
thatis t[u/x]p t'[u'/ x].

If it is rule 4, then t = Ay v)w and t' = v'[w'/ y], with vp v' and wp w'. We
assume that y is not free in u, #/, and is different from x. By induction hypoth-
esis, we have v[u/x] p v'[u'/x] and wlu/x] p w'[u’/ x]. By rule 4, we get :

(%) Ayviu/x)wlulx] p v' [ 1 x1[w'[u'1x]] y].

Now Ay v[u/x] = (Ay v)[u/x], by hypothesis on y. It follows that :
tlu/x] = Ay viu/x)) wlu/ x].
On the other hand, we have ¢'[u//x] = V'[w'/ yl[u'/x] = V' [w'[u' I x]] y, u' | x] (by
lemma 1.13) = v'[u//x][w'[u'/ x]/y] (again by lemma 1.13, since the variable y
is not free in ).
Then, (%) gives the wanted result : t[u/x] p ¢'[u/x].
Q.E.D.

Now the proof of the Church-Rosser property for p can be completed. So we
assume that ty p 1, tp p £2, and we look for a term #3 such that #; p t3, 2 p t3. The
proof is by induction on the length of .

If ¢y is a variable, then by lemma 1.25(), ty = t; = t» ; take 3 = 1.
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If tp = Ax up, then, since ty p t1, fy p £2, by lemma 1.25(ii), we have :

f = Axuy, tr = Axup and up p uy, up p u2. By induction hypothesis, u; p uz and
uy p us hold for some term us. Hence it is sufficient to take 3 = Ax us.

If #p = (up) vy, then, since ty p 11, fy p 12, by lemma 1.25(iii), the different pos-
sible cases are :

a) ty = (U vy, tr = (ux) vo with ug p uy, vo p vy, Uy P Uz, Vg p V2. By induction
hypothesis, u; p us, uy p us, vy p v3, v2 p v3 hold for some u3 and vs. Hence it is
sufficient to take t3 = (u3) v3.

b) t; = (uy) vy, with ug p uy, vop v1 ;5 Ug = Ax wo ;

tr = wolv2/ x], with vy p v2, wy p wo.

Since upp u;, by lemma 1.25(ii), we have u; = Ax w;, for some w; such that
wo p wy. Thus f; = (Ax wy) vy.
Since vy p v1, vy p V2, and wy p wy, wy p wa, the induction hypothesis gives :
v1p U3, U2 p U3, and wy p ws, wy p w3 for some v3 and ws. Hence, by rule 4, we
get (Ax wy) vy p wslvs/x], thatis f p wslvs/ x].
Now, by lemma 1.26, we get wa[v2/x] p wslvs/ x].
Therefore we obtain the expected result by taking 3 = ws[vs/ x].

c)uyg=Axwy, h = wylv1/x], to = wo[ve/ x] and we have :
Vop U1, VoP U2, Wop W1, Wy P W».
By induction hypothesis, v, p v3, v2 p v3, w1 p w3, w2 p w3 hold for some v3 and
ws. Hence, by lemma 1.26, wy[vy/x]p wslvs/x], wa2[va/ x]p wslvs/ x], that is to
say t) p wslvs/ x], t2 p ws[vs/ x]. The result follows by taking #3 = ws[vs/x].

Q.E.D.

Remark. The intuitive meaning of the relation p is the following : tp ¢’ holds if and
only if ¢’ is obtained from ¢ by contracting several redexes occurring in ¢. For example,
Ax(x)x)Axx p(Ax x)Ax x ; a new redex has been created, but it cannot be contracted ;
(Ax(x)x)Ax x p Ax x does not hold.

In other words, tpt' means that ¢ and ¢’ are constructed simultaneously : for ¢ the
steps of the construction are those described in the definition of terms, while for ¢/,
the same rules are applied, except that the following alternative is allowed : whenever
t=(Axu)v, t' can be taken either as (Axu/)v’ or as u/'[v'/x]. This is what lemma 1.25
expresses.

fB-equivalence

The f-equivalence (denoted by =) is defined as the least equivalence relation
which contains Sy (or 8, which comes to the same thing). In other words :

t=g t' < there exists a sequence (t = ty), y, ..., [,-1, (t; = t'), such that t; Bo t;+1
ortiy1 Potiforl<i<n.

t =g t' should be read as : ¢ is f-equivalent to ¢'.
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Proposition 1.27.
t =g t' ifand only if there exists a term u such that t u and t'f u.

The condition is obviously sufficient. For the purpose of proving that it is nec-

essary, consider the relation =~ defined by : r =~ t' < tfu and t'Bu for some

term u.

This relation contains §, and is reflexive and symmetric. It is also transitive,

forif r =~t', t' = t", then tBu, t'fu, and t'Bv, t"B v for suitable u and v. By

theorem 1.24 (Church-Rosser’s theorem), u fw and v f w hold for some term

w;thus rfw, t'"Bw.

Hence =~ is an equivalence relation which contains g, so it also contains ~g.
Q.ED.

Therefore, a non-normalizable term cannot be f-equivalent to a normal term.

4, Eta-conversion

Proposition 1.28. IfAx(t)x = Ax'(t")x" and x is not freein t, then t = t'.

By proposition 1.16, we get ¢'x’' = (tx)[x'/x] which is ¢x’ since x is not free in .
Therefore t = t'.
Q.E.D.

A term of the form Ax(#)x, where x is not free in ¢, is called an n-redex, its con-
tractum being .

A term of either of the forms (Ax t)u, Ay(v)y (where y is not free in v) will be
called a fn-redex.

We now define a binary relation g on A ; 1 t' should be read as “ ¢’ is obtained
by contracting an n-redex (or by an n-reduction) in the term ¢ ”. The definition
is given by induction on ¢, as for g :
if ¢ is a variable, then there is no ¢’ such that tng t’;
if t = Axu, then tng t' if and only if :
either t' = Ax u', with ung u', or u = (¢')x, with x not free in ¢’ ;
if £ = (w)v, then tny, t' if and only if :
either t' = (u') v with ung u' or t' = (u) v’ with v v'.
The relation ¢ ng ¢’ (which means: “ ¢’ is obtained from ¢ by contracting a 8-
redex ”) is defined as: t By t' or tng t'.

The n-conversion (resp. the Bn-conversion) is defined as the least binary rela-
tion ) (resp. fn) on A which is reflexive, transitive, and contains 7y (resp. 51o).

Proposition 1.29. The fn-conversion is the least transitive A-compatible binary
relation Bn such that (Ax t)ufntiul/x] and Ay(v)y Bnv whenever y is not free
inv.



Chapter 1. Substitution and beta-conversion 25

The proof is similar to that of proposition 1.21 (which is the analogue for f).
Q.ED.

It can be proved, as for §, that 1 is the transitive closure of the binary relation
p defined on A by : upu' © there exist a term v, and redexes ti,..., ty with
contractums i, ..., t;c such that u = v(t/xy,..., te/ xx], u' = vt/ x1,..., 1,/ xk].

Similarly : if £ Bn t', then every free variable in ¢ is also free in .
Proposition 1.30. Iftfngt’ then t[ty/xy,..., tx/xi] Bno t' [t/ X1, ..., trel Xk

The proof is by induction on the length of z. For the sake of brevity, we use the
notation 7 for t[t1/x1,..., tx/xx]. It follows from the definition of fn, that the
different possibilities for ¢, ¢’ are :

i) t=Axu, t'=Axu/, and upnou.

ii) t=(w)vand t' = (u) v, with upnou’.

iii) t = (Wvand ¢ = () V', with v no v'.

iv) t=(Axu)vand ¢’ = ulv/x].

v) t = Ax(t")x, with x not free in ¢'.
Cases i) to iv) are settled exactly as in proposition 1.20. In case v), assume that x
isnot free in 11,..., t; and different from x;,..., xx. Then 7 = Ax(#)x, and there-
fore 2 pno t'.

Q.ED.

Proposition 1.31. IftBnt', t1 pnty,..., tx fnt; then
ity x1,..., el ) P e8] X1, £ XD

Since pn is A-compatible, we have t[t/x1,..., tx/xi] P tit]/ x,..., £,/ x], by
lemma 1.17. Then, we get t[t|/xi,..., t,./xg] Bnt'[t]/ x1,..., 1,/ xi] by proposi-
tion 1.30.

Q.E.D.

A term ¢ is said to be n-normal if it contains no fn-redex.
So the fn-normal terms are those obtained by applying, a finite number of
times, the following rules :

any variable x is a fn-normal term ;

whenever t is fn-normal, then so is Ax ¢, except if ¢ = (¢') x, with x not free
int';

whenever ¢, u are fn-normal, then so is (#)u, except if the first symbol in ¢
is A.

Theorem 1.32. The n-conversion satisfies the Church-Rosser property.

The proof is on the same lines as for the -conversion. Here p is defined as the
least A-compatible binary relation on A such that:
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tpt,upu' = AxNupt'[u'/x];

tpt' = Ax(t)xp t' whenever x is not free in .

The first thing to be proved is : fn > p.

For that purpose, note that 1 nt’, upnu’ = AxHupnt'[u'/x];

indeed, since fn is A-compatible, we have (Ax t)u fn (Ax t')u’ and, on the other
hand, (Ax t')u'Bn t'[u'/ x] ; the result then follows, by transitivity.

Now we show that ¢ fnt' = Ax(t)x pnt' if x is not free in ¢ ; this is immediate,
by transitivity, since Ax(f)x fnt.

Therefore fn is the transitive closure of p. It thus remains to prove that p satis-
fies the Church-Rosser property.

By definition, p is the set of all pairs of terms obtained by applying, a finite
number of times, the following rules :

. x p x for each variable x ;

tpt'=>AxtpAxt;

.tpt'andupu' = (Hup(tHu';

tpt upu =>AxHupt'[u'/x];

.tpt' = Ax(t)xp t' whenever x is not free in ¢.

Gl = W N =

The following lemmas are the analogues of lemmas 1.25 and 1.26.

Lemma 1.33. i) Ifxp t', where x is a variable, then t' = x.

ii) If Axupt', then either t' = Axu' and upu', oru= ()x and tp t', with x
not freeint.

ii)) If(wvpt, then either t' = (W')v withupu' andvpv', oru= Axw and
!'=wv/x] withvpv andwp w'.

Same proof as for lemma 1.25.
Q.E.D.

Lemma 1.34. Whenevertpt andupu', then t{ul/x] p t'[u'/ x].

The proof proceeds by induction on the length of the derivation of tp ¢’ by
means of rules 1 through 5 ; consider the last rule used :

if itis one of rules 1, 2, 3, 4, then the proof is the same as in lemma 1.26 ;

if it is rule 5, then t = Ay(v)y and vp ¢, with y not free in v. We may
assume that y is not free in u and different from x. By induction hypothe-
sis, v[u/x]p t'[u'/ x], then, by applying rule 5, we obtain Ay(v[u/x])yp t'[u'/ x]
(since y is not free in v[u/x]), thatis t[u/x]p t'[u'/ x].

Q.E.D.
Now the proof of the Church-Rosser property for p can be completed. So we

assume that 7 p 11, ty p t2, and we look for a term t3 such that ¢, p 3, 12 p £3. The
proof is by induction on the length of .
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If fp has length 1, then it is a variable ; hence, by lemma 1.33, t{p = 1, = &, ;
take 3 = 1.

If ty = Ax uy, then, since ty p t1, to p t2, by lemma 1.33, the different possible
cases are :

a) f1 = Axuy, H = Axuy, and ugp uy, upp uz. By induction hypothesis,
u1 p us and uy p us hold for some term u3. Then it is sufficient to take 3 = Ax us.

b) t1 = Axuy, and ug p uy ; ug = (£5) x, with x not free in ¢, and #p to.
According to lemma 1.33, since ug p u; and uyy = (t(’))x, there are two possibilities
for u; :

i) uy = (1)) x, with t)p t{. Now t;p t,, thus, by induction hypothesis, t;p 13
and 1, p t3 hold for some term f3. Note that, since #)p t{, all free variables in |
are also free in 7}, so x is not free in #. Hence, by rule 5, Ax(#])xp t3, that is
I p13.

i) t, = Ayugy, uy = ujlx/y] and uypu;. By proposition 1.16, we may
choose for y any variable which is not free in #;, x for example. Then u; = u;]
and uyp uy. Since p is A-compatible, Ax uyp Axuy, thatis t)p t;. Since f;p ,
there exists, by induction hypothesis, a term #3 such that 1, p f3, £ p 3.

c) up = (ty)x, with x not free in #;, and ) p t1, ) p t>. The conclusion follows
immediately from the induction hypothesis, since ¢, is shorter than .

If ¢y = (vo) uo, then, since ty p 11, to p t2, by lemma 1.33, the different possible
cases are :

a) ) = (V1) uy, & = (v2)ux with ug p uy, vy p v1, Up P Uz, Vo p V2. By induction
hypothesis, u; p us, us p us, vy p vs, v2 p v3 hold for some u3 and vs. Then it is
sufficient to take t3 = (v3) u3.

b) 11 = (v uy, with ug p uy, Vo p V1 ; Vo = Ax Wy, tr = waluy/ x], with ug p us,
wo p wy. Since vy p vy, and vy = Ax wyp, by lemma 1.33, the different possible
cases are :

i) v1 = Axwy, with wyp wy. Then #; = (Ax wy)u;. Since uyp uy, ugp uz,
and wyp wi, wop wo, by induction hypothesis, u; p us, uz puz, and w; p ws,
wo p w3 hold for some u3, ws. Thus, by rule 4, (Ax w;)u; p wslus/x], that is
t1 p wslus/x]. Hence, by lemma 1.34, w,[uy/x] p wslus/ x]. The expected result
is then obtained by taking t3 = ws[us/ x].

ii) wo = (v)x, with x not free in vj, and vyp vy. Then (v))xp wo ; since
Up p Uy, it follows from lemma 1.34 that ((v(’))x)[uolx]p wo[uy/x]. But x is not
free in vy, so this is equivalent to (vy)ug p .

Now vyp vy and ug p u1. Thus (vg) up p (V1) u, in other words : (vy)ug p t1. Since
(vy)up is shorter than #, (because vy = Ax(vy)x), there exists, by induction hy-
pothesis, a term #3 such that t) p 3, £ p 3.

C) vo = Axwy, t; = wiluy/xl, t2 = walua/x], with ug p uy, upp ux, wop wy

and wo p w,. By induction hypothesis, u; p us, uz p us, wy p ws, w» p ws hold
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for some u3 and ws.

Thus, by lemma 1.34, we have w; [u;/x] p wslus/x], woluz/x] p wslus/x], that

is to say t; p wslus/x], t2 p wslus/ x]. The result follows by taking 3 = ws[us/x].
Q.E.D.

The pn-equivalence (denoted by =g,) is defined as the least equivalence rela-

tion which contains 7. In other words :

r =gy t' © there exists a sequence t = 1, ly,..., [,-1,t, = t', such that either

tiBntiz1ortiy Pt forl<i<n.

As for the f-equivalence, it follows from Church-Rosser’s theorem that :

Proposition 1.35. t =4, t' & t fnu and t' fnu for some term u.

The relation =g, satisfies the “ extensionality axiom ”, that is to say :
If (©)u =g, (t)u holds for all u, then t =g, t'.

Indeed, it is enough to take u as a variable x which does not occur in ¢, t'. Since
~py is A-compatible, we have A1x(f)x =g, Ax(t") x ; therefore, by n-reduction,
t=gpt.

References for chapter 1

[Bar84], [Chu41], [Hin86].
(The references are in the bibliography at the end of the book).



Chapter 2

Representation of recursive
functions

1. Head normal forms

In every A-term, each subsequence of the form “ (1 ” corresponds to a unique
redex (this is obvious since redexes are terms of the form (Ax t)u). This allows
us to define, in any non normal term ¢, the leftmost redexin t. Let t’' be the term
obtained from t by contracting that leftmost redex : we say that ¢’ is obtained
from ¢ by a leftmost 3-reduction.

Let t be an arbitrary A-term. With ¢ we associate a (finite or infinite) sequence
of terms 1y, t1,..., ty,... such that ) = t, and ¢, is obtained from ¢, by a left-
most f-reduction (if #; is normal, then the sequence ends with ;). We call it
“ the sequence obtained from ¢ by leftmost B-reduction ” ; it is uniquely deter-
mined by t.

The following theorem will be proved in chapter 4 (theorem 4.13) :

Theorem 2.1. If t is a normalizable term, then the sequence obtained from t by
leftmost B-reduction terminates with the normal form of t.

We see that this theorem provides a “ normalizing strategy ”, which can be used
for any normalizable term.

The next proposition is simply a remark about the form of the A-terms :

Proposition 2.2. Every term of the A-calculus can be written, in a unique way, in
the form Axy...Ax, (V) ty ... t,, where x,,..., X, are variables, v is either a vari-
ableoraredex (v=Axtu)andty,...,t, are terms (m,n =0).

Recall that (v)t; ... t,, denotes the term (... ((v)t1)...) L.

29
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We prove the proposition by induction on the length of the considered term 7 :
the result is clear if 7 is a variable.
If r = Ax7/, then 7’ is determined by 7, and can be written in a unique way in
the indicated form, by induction hypothesis ; thus the same holds for 7.
If T = (w)v, then v and w are determined by 7. If w starts with A, then 7 is a
redex, so it is of the second form, and not of the first one. If w does not start
with A, then, by induction hypothesis, w = (w')t;...t,, where w' is a variable
or aredex; thus 7 = (w)t;...t, v, which is in one and only one of the indicated
forms.

Q.E.D.

Definitions. A term 7 is a head normal form (or in head normal form) if it is of
the first form indicated in proposition 2.2, namely if :

T=AX1..AXp(X) 11 ... by,
where x is a variable.
In the second case, if T = Ax;...Ax,;,(Ax w)tt;...t,, then the redex (Axuw)¢t is
called the head redex of t.
The head redex of a term 7, when it exists (namely when 7 is not a head normal
form), is clearly the leftmost redex in 7.

It follows from proposition 2.2 that a term ¢ is normal if and only if it is a head
normal form : 7 = Ax;... Ax,,(x)t1... £, where £1,...,, are normal terms. In
other words, a term is normal if and only if it is “ hereditarily in head normal
form .

The head reduction of a term 7 is defined as the (finite or infinite) sequence of
terms 7¢,7y,...,Tp,... such that 7o = 7, and 7,4, is obtained from 7, by a -
reduction of the head redex of 7, if such a redex exists ; if not, 7, is in head
normal form, and the sequence ends with 7,,.

The weak head reduction of a term 7 is the initial part of its head reduction
which stops as soon as we get a A-term which begins with a A. In other words,
we reduce the head redex only if there is no A in front of it.

Notation. We will write ¢ > u (resp. t >, u) whenever u is obtained from ¢ by a
sequence of head B-reductions (resp. weak head f-reductions).
For example, we have (Axx)Ax(Ayy)z >, Ax(Ayy)z> Axz.

A A-term ¢ is said to be solvableif, for any term u, there exist variables x,..., Xk
and terms uy,..., ug, vy,..., v;, (k,1 = 0) such that :

i) (tlur/ X, uk/ xp)vr ... vy =g u.

We have the following equivalent definitions :

(i) ¢ is solvable if and only if there exist variables xi, ..., x; and terms u;,..., ug,
v1,..., vy such that (¢[uy/ xy, ..., ug/xg) vy ... v =g I (I is the term Ax x).

(iii) ¢ is solvable if and only if, given any variable x which does not occur in ¢,
there exist terms uy,..., U, V1,..., V; such that :
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(tlur/x1, .. ul XD vy ... vp =g x.

Obviously, (i) = (ii) = (iii). Now if (£[uy/ X1, ..., ug/ Xk v1... v =g X, then :
(tlur/ X1, ..., ug/ Xl lu/ XD vy ... v; =g u,
and therefore
(tluy /X1, U XDV V) = 1,

where u; = u;[u/x], v} = v;[u/x] ; so we also have (iii) = ().

Remarks. The following properties are immediate :
1. Let t be a closed term. Then t is solvable if and only if there exist terms vy, ..., v; such
that (vy...v; =g I.
2. A term ¢ is solvable if and only if its closure £ is solvable (the closure of ¢ is, by defini-
tion, the term 7 = Ax; ... Ax, t, where x,..., x, are the free variables occurring in 7).
3.1f (t)v is a solvable term, then ¢ is solvable.
4. Of course, the head normal form of a term needs not be unique. Nevertheless :
If a term t has a head normal form ty = Axy... Ax(X)uy ... uy, then any head normal
form of t can be written Ax; ... Axx(X)uj ... uy, with u; =p .
Indeed, let t; = Ay;...Ay;(y)v1... v, be another head normal form of 7. By the Church-
Rosser theorem 1.24, there exists a term £, which can be obtained by §-reduction from
tp as well as from #;. Now, in £y (resp. t;) all possible B-reductions have to be made in
uy,..., Uy (resp. vy,..., vp). Hence:

L=Axy. Ax (XU, ... up = Ay Ay (vl ..U
with u; Bu], v; Bv}. This yields the expected result.

The following theorem will be proved in chapter 4 (theorem 4.9) :

Theorem 2.3. For every A-term t, the following conditions are equivalent :
i) t is solvable ;

ii) t is B-equivalent to a head normal form ;

iii) the head reduction of t terminates (with a head normal form).

2. Representable functions

We define the Booleans: 0 = AxAyy and 1 = AxAyx. Then, for all terms ¢, u,
((0)t)u can be reduced (by head reduction) to u, while ((1)#)u can be reduced
to t.

Given two terms ¢, u and an integer k, let (H)*u denote the term (£)... (£)u (with
k occurrences of f) ; in particular, ()'u = u.

Beware : the expression (H)* alone is not a A-term.

We define the term k = A fAx(f)*x ; k is called “ the numeral (or integer) k of
the A-calculus ” (also known as Church numeral k, or Church integer k).
Notice that the Boolean 0 is the same term as the numeral 0, while the Boolean
1 is different from the numeral 1.
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Let ¢ be a partial function defined on N”, with values either in N or in {0, 1}.
Given a A-term @, we say that ® represents (resp. strongly represents) the func-
tion ¢ if, for all ky,...,k, eN:

if ¢p(ky, ..., ky) is undefined, then (®)k, ...k, is not normalizable (resp. not
solvable) ;

if p(ky,..., kn) = k, then (®)k, ...k, is f-equivalent to k (or to k, in case the
range of ¢ is {0, 1}).

Clearly, for total functions, these two notions of representation are equivalent.

Theorem 2.4. Every partial recursive function from N* to N is (strongly) repre-
sentable by a term of the A-calculus.

Recall the definition of the class of partial recursive functions.
Given fi,..., fx, partial functions from N” to N, and g, partial function from &
to N, the partial function h, from N” to N, obtained by composition, is defined
as follows :

h(pr,-..,pn) = 8Uh(P1, s PRy fi(P1y- o PR))
if Ailp1,.-,pnds--o, fx(p1,..., pn) are all defined, and h(py,..., p,) is undefined
otherwise.
Let h be a partial function from N to N. If there exists an integer p such that
h(p) = 0 and h(q) is defined and different from 0 for all g < p, then we denote
that integer p by un{h(n) = 0} ; otherwise un{h(n) = 0} is undefined.
We call minimization the operation which associates, with each partial func-
tion f from NK+1 to N, the partial function g, from NF to N, such that :

g(ny,...,ng) = un{f(ny,..., ng,n) =0}

The class of partial recursive functions is the least class of partial functions,
with arguments and values in N, closed under composition and minimization,
and containing : the one argument constant function 0 and successor function;
the two arguments addition, multiplication, and characteristic function of the
binary relation x < y ; and the projections P’,,f, defined by P],i(xl, eeoy Xn) = Xk

So it is sufficient to prove that the class of partial functions which are strongly
representable by a term of the A-calculus satisfies these properties.

The constant function 0 is represented by the term Ad 0.
The successor function on N is represented by the term :

suc=AnAfAx((n) f)(f)x.
The addition and the multiplication (functions from N? to N) are respectively
represented by the terms AmAnA fAx((m) f)((n) f)x and AmAnAf(m)(n)f.
The characteristic function of the binary relation m < n on N is represented by
the term M = AmAn(((m)A)Ad1)((n)A)Ad 0, where A=AfAg(g)f.
The function P¥ is represented by the term Ax; ... Ax, Xg.
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From now on, we denote the term (suc)"0 by 71 ; so we have :
n=gn,and (suc)n=n+1.

Representation of composite functions

Given any two A-terms ¢, u, and a variable x with no free occurrence in ¢, u, the
term Ax(f)(u)x is denoted by fou.

Lemma 2.5. (Ag gos)*h > Ax(h)(s)*x for all closed terms s, h and every integer
k=1.

Recall that ¢ > u means that u is obtained from ¢ by a sequence of head -
reductions.
We prove the lemma by induction on k. The case k =1 is clear. Assume the
result for k ; then
(Aggos)* h=(Aggos)*(Aggos)h> Ax((Aggos)h)(s)*x

(by induction hypothesis, applied with (1g go s)h instead of h)
> Ax(hos)(s)*x = Ax(Ay(h)(8)y)(s)*x > Ax(h) (s) 1 x.

Q.ED.

Lemma 2.6. Let ®, v be two terms. Define [®,v] = ((v)Ag gosuc)®)0. Then :
if v is not solvable, then neither is [®, V] ;
if v =g n (Church numeral), then [®,v] =g (®)n ; and if ® is not solvable,
then neither is [®,V].

The first statement follows from remark 3, page 31. If v ~4 n, then :
(VIAggosuc=g(mAggosuc=(AfAh(f)"h)Ag gosuc =g Ah(Ag gosuc)"h.
By lemma 2.5, this term gives, by head reduction, AhAx(h)(suc)"x.
Hence [®,v] =g (®)(suc) "0 ~ g (®)n. Therefore, if ® is not solvable, then neither
is [®, v] (remark 3, page 31).

Q.ED.

The term [®, vy, ..., V] is defined, for k = 2, by induction on k :
[q),Vl,...,Vk] = [[CD,Vl,...,Vk—l],Vk].

Lemma 2.7. Let®,vy,..., Vv be terms such that each v; is either -equivalent to
a Church numeral, or not solvable. Then :

if one of the v;s is not solvable, then neither is [®,v1,...,Vi] ;

ifvi=gn; (1<i<k), then[®,vy,...,vi]l =5 (®)n,...n;.

The proofis by induction on k : let ¥ = [®, vy,...,vi_1]; then:

[D,vi,...,vi] =¥, vi].
If v is not solvable, then, by lemma 2.6, neither is [V, v]. If v is solvable (and
pB-equivalent to a Church numeral), and if one of the v;’s (1 < i < k—1) is not
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solvable, then V¥ is not solvable (induction hypothesis), and hence neither is
[V, vi] (lemma 2.6). Finally, if v; =g n, (1 < i < k), then, by induction hypothe-
sis, ¥ =g (®)n,...n,_, ; therefore, [V, v(] =5 (P)n, ... n; (lemma 2.6).

Q.E.D.

Proposition 2.8. Let fi,..., fx be partial functions fromN" toN, and g a partial
function fromNF toN. Assume that these functions are all strongly representable
by A-terms ; then so is the composite function g(f1,..., fi)-

Choose terms @y, ..., D, ¥ which strongly represent respectively the functions
fir--+» fi, & Then the term:
X=Ax1... Axu [V, (@) Xy... Xy oo, (@) X1 ... Xp]
strongly represents the composite function g(fi, ..., fi)-
Indeed, if PP are Church numerals, then :

(X)p P, =p [V, (®1)p Py ""(q)k)Bl"'Bn]'
Now each of the terms (®;) P n(l < i < k) is, either unsolvable (and in that
case fi(p1,...,pn) is undeﬁned), or 3-equivalent to a Church numeral q (then
fi(p1,-.-,pn) = qi). If one of the terms (®;) p p, is not solvable, then, by
lemma 2.7, neither is ()()p I (D; )p L =P q forall i (1 =i < k) where
q. is a Church numeral, then by lemma 2. 7 we have

Wp,---p,=p (¥4, ..

Q.E.D.

3. Fixed point combinators

A fixed point combinator is a closed term M such that (M)F =g (F)(M)F for
every term F. The main point is the existence of such terms. Here are two
examples :

Proposition 2.9. Let Y be the term Af (Ax(f)(x)x)Ax(f)(x)x ; then, for every
term F, we have (Y)F ~g (F)(Y)F.

Indeed, (Y)F > (G)G, where G = Ax(F)(x) x ; therefore :
MF>Ax(F)(x)x)G> (GG =g (F(Y)F.
Q.E.D.

Y is known as Curry’s fixed point combinator.
Note that we have neither (Y)F > (F)(Y)F, nor even (Y)F B (F)(Y)F.

Proposition 2.10. Let Z be the term (A)A, where A= AaAf(f)(a)af. Then, for
any term F, we have (Z)F > (F)(Z)F.
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Indeed, (Z2)F = (A)AF > (F)(A)AF = (F)(Z)F.
Q.ED.

Z is called Turing’s fixed point combinator.

Proposition 2.11.
Every fixed point combinator is solvable, but not normalizable.

Let M be a fixed point combinator and f a variable. Then :
(M)Of =g ((0)(M)O0) f =p f and it follows that M is solvable.
If M is normalizable, then so is M f. Let M’ be the normal form of M f. Since
Mf =g (/)(M)f, it follows that M’ =5 (f)M'. But these terms are normal, so
that M' = (f) M’ which is clearly impossible.

Q.E.D.

Representation of functions defined by minimization
The following lemma is an application of results in chapter 4.

Lemma 2.12.
Let b, ty, t be terms, and suppose b =g 1 (resp. 0). Then (b)tyt, > to (resp. t).

Recall that 1,0 are respectively the booleans AxAy x and AxAy y; and that >, denotes
the weak head reduction (see page 30).

This lemma is the particular case of theorem 4.11, when k=2 and n =0.
Q.ED.

Lemma 2.13. There exists a closed term A such that, for all terms ®,n :
(AD)n > ((®dn)(AD)(suc)n)n.

Let T = A0A@Av( (V) (O¢p)(suc)v)v. Then A is defined as a fixed point of T,
by means, for example, of Curry’s fixed point combinator : we take A = (D)D,
where D = Ax(T)(x)x. Then:
(AD)n=(D)DPn > ((T)(D)D)Pn = (T)ADn > ((®n)(AD)(suc)n)n.
We can also take A = D' D', where D’ is the normal form of D, that is :

D' = AxApAv( (V) (xx@)(suc)v)v.
The Turing fixed point combinator gives another solution :

A = AAT with A= AaAf(f)(a)af.

Q.ED.

Lemma 2.14. Let® bea A-term and n € N.

If®n is not solvable, then neither is (A®) n.

If®n =40 (Boolean), then (A®)n ~g4 n.

If®n =g 1 (Boolean), then (A®)7i > (A®)p withp =n+1.
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(Recall that 72 = (suc)"0).

Indeed, it follows from lemma 2.13 that (A®)n > ((®n)(Ad)(suc)n)n. Hence,
if ®n is not solvable, then neither is (A®)n (remark 3, page 31). Obviously, if
®n ~4 0 (Boolean), then (A®)n =g n.
On the other hand, according to the same lemma, we also have :
(AD) 7 > ((@7) (AD) (suc)i)ni; by lemma 2.12, if @72 =g 1 (Boolean), then :
(P (AD) (suc)n) i > (AD) (suc)1i.
Therefore (A®)71 > (AD) (suc)ii = (ADP)p with p=n+1.

Q.E.D.

Proposition 2.15. Let f(ni,..., ng, n) be a partial function from N**1 toN, and
suppose that it is strongly representable by a term of the A-calculus. Then the
partial function defined by g(ny, ..., ng) = un{f(ny,..., ng, n) = 0} is also strongly
representable.

Let v be the partial function from NK*1 to {0,1}, which has the same domain
as f,and such that y(n;,...,ng,n) =0« f(n,,...,ng,n) =0.
Then g(ny,..., ng) = unfy(ny,..., ng,n) =0}.
Let F denote a A-term which strongly represents f ; consider the term :
V=2Ax1... AxAx((Fx;...x:x)Ad 1)0.
Then, it is easily seen that ¥ strongly represents .
Now consider the term A constructed above (lemma 2.13).
We show that the term :
G= /1)61 - /lxk((A) (‘P)xl . xk)Q
strongly represents the function g. Indeed, let n,..., nx € N; we put :
® = (¥)n,...n, and therefore, we get Gn,...n; > (AP)0.

If g(ny,..., ng) is defined and equal to p, then w(n,,..., nk, n) is defined and
equal to 1 for n < p and to 0 for n = p. Thus ®n = (¥)n,...n n=p1for n<p,
and®p=(W)n,...n,.p=40.

Now, we can apply lemma 2.14, and we get successively (since 0 =0) :
Gn,...n;. > (A®)0 > (AD)T > -+ > (AD)p =g p.
If g(ny,..., ng) is undefined, there are two possibilities :

i) w(ny,...,ng,n) is defined and equal to 1 for n < p and is undefined for n = p.
Then we can successively deduce from lemma 2.14 (since 0 = 0) :

Gn,...n; > (A®)0 > (AD)T > --- > (AD) p ; the last term obtained is not solvable,
since neither is ®p = ¥n, ... n; p (lemma 2.14). Consequently, Gn, ... n, is not
solvable (theorem 2.3,iii) ;

ii) w(ny,..., ng, n) is defined and equal to 1 for all 7.

Then (again by lemma 2.14) :
Gny...n. > (AD)0 > (AD)T > -+ > (AD) A > -+
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So the head reduction of Gn, ...n, does not end. Therefore, by theorem 2.3,
Gn, ...n; is not solvable.
Q.ED.

Itisintuitively clear, according to Church’s thesis, that any partial function from
N¥ to N, which is representable by a A-term, is partial recursive. We shall not
give a formal proof of this fact. So we can state the

Theorem 2.16 (Church-Kleene theorem). The partial functions from N to N
which are representable (resp. strongly representable) by a term of the A-calculus
are the partial recursive functions.

The A-terms which represent a given partial recursive function, that we obtain
by this method, are not normal in general, and even not normalizable. Indeed,
in the proof of lemma 2.13, we use a fixed point combinator, which is never
a normalizable term (proposition 2.11). Let us show that we can get normal
terms.

Lemma 2.17. Let x be a variable and t € A. Then, there exists a normal term t'
such that t[n/ x] =g t'[n/ x] for every n € N.

We define ¢’ by induction on the length of ¢ :

if ¢t is a variable, then t' =t ;

ift=Ayu, thent' =Ayu';

if t=uv, thent' = (x)Iu'v (with I =21y y).
It is trivial to show, by induction on the length of #, that ¢’ is normal and that
tln/x] =g t'[n/x] for every n € N. We simply have to observe that (n)I =g I if
neN.

Q.ED.

Corollary 2.18. For every partial recursive function ¢, there exists a normal term
which (strongly) represents .

For simplicity, we suppose ¢ to be a unary function. Let ® be a closed A-term
which strongly represents ¢ (theorem 2.16) and put t = ®x. Then ¥ = Ax t' is
normal, by lemma 2.17, and strongly represents ¢ : indeed, if n € N, we have
Yn=gt'[n/x]=ptln/x] =dn.

Q.ED.

4. The second fixed point theorem

Consider a recursive enumeration : n — t;, of the terms of the A-calculus. The
inverse function will be denoted by ¢ — [[f]] : more precisely, if ¢ is a A-term,
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then [[#]] is the Church numeral n such that ¢, = ¢, which will be called the
numeral of t.

The function n — [[(z,)n]] is thus recursive, from N to the set of Church numer-
als. By theorem 2.16, there exists a term 6 such that (6)n = g [(tx)nl], for every
integer n.

Now, given an arbitrary term F, let B = Ax(F)(6)x. Then, for any integer n, we
have (B)n =g (F)[[(t,)nl].

Take n = [[B]], that is to say ¢, = B ; then (¢,)n = (B)[[B]]. If we denote the term
(B)[[B]l by A, we obtain A =g (F)[[A]l. So we have proved the :

Theorem 2.19.
For every A-term F, there exists a A-term A such that A =g (F)[[A]].

Remark. The intuitive meaning of theorem 2.19 is that we can write, as ordinary A-
terms, programs using a new instruction o (for “self”) which denotes the numeral of
the program itself.

Indeed, if such a program is written as ®[o/x], where ® is a A-term, consider the A-
terms F = Ax®, and A given by theorem 2.19. Then, we have A = g (O Al and there-
fore, A=pg ®[[[A]]/x]; thus, A is the A-term we are looking for.

Theorem 2.20. Let ¥ ,?% be two non-empty disjoint sets of terms, which are sat-
urated under the equivalence relation =g. Then & and % are recursively insep-
arable.

Suppose that Z and & are recursively separable. This means that there exists
a recursive set o < A such that & c «f and % < «/¢ (the complement of /).
By assumption, there exist terms ¢ and 1 such that { € Z and n € %. Since the
characteristic function of &« is recursive, there is a term © such that, for every
integern: O)n=p1< t,eof and (O)n=50< 1, ¢ .
Now let F = Ax(©)xné. According to theorem 2.19, there exists a term A such
that (F)[[A]l =g A, which implies (©)[[Alln¢ =4 A.
If A€ o, then, by the definition of ©, (©)[[A]] = 1, and it follows that :
(©)[[Alln¢ =g n. Therefore A=gn. Sincene ¥ c o ¢ and % is saturated under
the equivalence relation ~g, we conclude that A € %, thus A ¢ </, which is a
contradiction.
Similarly, if A ¢ </, then (©)[[A]] =4 0, hence (®)[[Alln¢ =p ¢, and A =g . Since
§ € X cof and X is saturated under the equivalence relation ~g, we conclude
that Ae &, thus A € &/, which is again a contradiction.

Q.ED.

Corollary 2.21. The set of normalizable (resp. solvable) A-terms is not recursive.
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Apply theorem 2.20 : take & as the set of normalizable (resp. solvable) terms,
and % = X°.

Q.ED.
The same method shows that, for instance, the set of A-terms which are S-
equivalent to a Church integer, or the set of A-terms which are -equivalent
to a given one {j, are not recursive.
The set of strongly normalizable A-terms is also not recursive but, since it is not
closed for f-equivalence, the above method does not work to prove this. The
undecidability of strong normalization will be proved in chapter 10.

References for chapter 2

[Bar84], [Hin86].
(The references are in the bibliography at the end of the book).



40

Lambda-calculus, types and models



Chapter 3

Intersection type systems

1. System D)

A type system is a class of formulas in some language, the purpose of which is
to express some properties of A-terms. By introducing such formulas, as com-
ments in the terms, we construct what we call typed terms, which correspond
to programs in a high level programming language.

The main connective in these formulas is “ — ”, the type A — B being that of
the “ functions ” from A to B, that is to say from the set of terms of type A to the
set of terms of type B.

The first type system which we shall examine consists of propositional formu-
las. It uses the conjunction A in a very special way (this is why it is called inter-
section type system). It does not seem that this system can be used as a model
for a programming language. However, it is very useful as a tool for studying
pure A-calculus.

We will call it system 2.

The types of this system are the formulas built with :

a constant € (type constant) ;

variables X, Y, ... (type variables) ;

the connectives — and A.
We will write Ay, Ay,..., A — Ainstead of A; — (Ay — (...(Ar — A)...).
The positive and negative occurrences of a variable X in a type A are defined by
induction on the length of A:

if Ais avariable, or A =Q, then the possible occurrence of X in A is
positive ;

if A= B AC, then any positive (resp. negative) occurrence of X in B
or in C is positive (resp. negative) in A;

41
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if A= B — C, then the positive (resp. negative) occurrences of X in
A are the positive (resp. negative) occurrences of X in C, and the
negative (resp. positive) occurrences of X in B.

We also define the final occurrences of the variable X in the type A:

if Ais avariable, or A =, then the possible occurrence of X in A is
final ;

if A= B A C, then the final occurrences of X in A are its final occur-
rences in B and its final occurrences in C ;

if A = B — C, then the final occurrences of X in A are its final oc-
currences in C.

Hence every final occurrence of a variable in a type is positive.

By a variable declaration, we mean an ordered pair (x, A), where x is a variable
of the A-calculus, and A is a type. It will be denoted by x: A instead of (x, A).

A contextT is a mapping from a finite set of variables to the set of all types. Thus
it is a finite set {x; : A1,..., X} : A;} of variable declarations, where xi,..., x; are
distinct variables ; we will denote it by xi: Aj,..., x;: Ar (without the braces).
So, in such an expression, the order does not matter.

We will say that x; is declared of type A; in the contextI'.

The integer k may be 0 ; in that case, we have the empty context.

We will write T', x : A in order to denote the context obtained by adding the
declaration x: A to the context I, provided that x is not already declared in T'.

Givena A-term ¢, a type A, and a context I', we define, by means of the following
rules, the notion: t is of type A in the context I’ (we will also say : “ f may be given
type Ain the contextI' ”) ; this will be denoted by I' g t: A (or '+ ¢ : Aif there
is no ambiguity) :

1. If xis a variable, then T, x: AFgq x: A.

2. T, x:Atgq t:B,thenl' g Axt: A— B.

3.IfT'tgqt:A—-BandT'Fgq u: A thenT Fgq (H)u: B.

4. IfTFgqt:AAB,thenT'Fgq t: AandTI'tgq £: B.

5.fTkgqt:AandT'tgq t: B, thenT'Fgq t: AAB.

6.'Fgq t:Q (forall tandT).

Any expression of the form I' g, ¢: A obtained by means of these rules will be
called a typingof t in system 2Q. A typable term is a term which may be given
some type in some context.

The notation Fgq t: A will mean that 7 is of type A in the empty context.

Note that, because of rule 6, there are terms which are typable in the contextT’,
while not all of their free variables are declared in that context.
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Proposition 3.1. Supposel tgq t: A, and let T' < T which contains all those
declarations inT which concern variables occurring free in t. ThenT' bgq t: A.

The proof is immediate, by induction on the number of rules used to obtain
I'kgqt: A
Q.E.D.

Lemma3.2. If T, x: Flgq t: A, then for every variable x' which is not declared
in T and not free in t, we have T, x' : F bgq t[x'/x] : A, and the length of the
derivation is the same for both typings.

We consider the derivation of I', x : F F9q ¢ : A, and we perform on it an ar-
bitrary permutation of variables. Obviously we obtain a correct derivation in
2Q. Now, we choose the permutation which swap x and x’, and does not
change any other variable. Since x’ is not declared in I', we obtain a deriva-
tion of T, x' : F Fgq tlx'/x,x/x'] : A. But x’ is not free in ¢, and therefore
t[x'1x, x/x"] = t[x'/ x].

Q.ED.

Proposition 3.3. IfT Fgq t: AandT' 5T, thenT' bgq t: A.

Proof by induction on the length of the derivation of I' -, f: A. Consider the
last rule used in this derivation. If it is one of the rules 1, 3, 4, 5, 6, then the
induction step is immediate.
Ifitisrule 2, then t = Axu, A=B — C, and we haveI', x: Btgq u:C. Let
x' be any variable not declared in I" and not free in u. By lemma 3.2, we get
[, x': Blgq ulx'/x] : C, and the derivation has the same length. By induction
hypothesis, we get I'', x": B gq ulx'/x] : C.
Therefore I'' koo Ax'u(x'/x] : B — C by rule 2. But, since x’ is not free in u, we
have Ax'u[x'/x] = Ax u = t, and therefore I’ -gq t: A.

Q.ED.

Normalization theorems

Since types can be thought of as properties of A-terms, it seems natural to try
and associate with each type a subset of A (the set of all 1-terms). We shall now
describe a way of doing this.

Given any two subsets & and % of A, we denote by & — %, the subset of A
defined by the following condition :

ue (X —-% o Wwte forallte Z.
Obviously :
IfX > and® %', then (X - ¥)c (X' —X").
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A subset & of A is said to be saturated if and only if, for all terms ¢, 11,..., 1, u,
we have (ult/x)t;...t, € X > Axuwtt...t, € X.

The intersection of any set of saturated subsets of A is clearly saturated. Also
clear is the fact that, for any subset & of A, the set of terms which reduce to
an element of & by leftmost reduction is saturated. Similarly, the set of terms
which reduce to an element of & by head reduction is saturated.

Proposition 3.4. Let % be a saturated subset of A ; then & — % is saturated for
allZ c A.

Assume (ul[t/xDty...t, € X — % ; then for all v in &, (ult/xNt;...t,v € ¥,
and, since % is saturated, (Axu)tt;...t,vEX.
Therefore, Axu)tt;...t, € X - %.

Q.E.D.

An interpretation ¢ is, by definition, a function which associates, with each
type variable X, a saturated subset of A, denoted by |X| s (or | X| if there is no
ambiguity). Given such a function, we can extend it and associate with each
type A a saturated subset of A, denoted by | Al # (or simply | Al), defined as fol-
lows, by induction on the length of A:

if Ais a type variable, then | A| is given with the interpretation .# ;
1Ql=A;

if A=B — C, then |A|=|B|— |C|;

if A=BAC, then |A|=|B|In|C]|.

Lemma 3.5 (Adequacy lemma).

Let . be an interpretation, and u a A-term, such that :
X1:A1,.., X A Fgq u: A

Ifl‘l €|A1lg,..., tk €| ALz, then ulty/x1,..., ti/ xi] € | Al #.

The proof proceeds by induction on the number of rules used to obtain the
typing of u. Consider the last one :

If it is rule 1, then u is one of the variables x;, and A = A; ; in that case
ulty/xi,..., ! x;] = t;, and the conclusion is immediate.

Ifitis rule 2, then A = B — C and u = Ax v. We can assume that x does not
occur freein f1,..., ty and is different from x;,..., x; ; moreover :
X:B x1:Ay,...,x: A Fgq v C.
By induction hypothesis, v[t/x, t;/x1,..., ty/ x] € |C| holds for every ¢ € | B|. But
it then follows from our assumptions about x that :

vitlIx, il x1,..., t/xk] = vitn! x1,..., ! x ][t/ x).

Then we have (Ax v[t;/x1,..., t/x;]) t € |Cl, since C is saturated. Now this holds
forall t€|B|,so Axv(ti/x1,..., t/x;] € IB| — |C|) = |Al.
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If it is rule 3, then u = (w)v, where w is of type B — A and v is of type B in
the context x; : Ay,..., X : Ax. By induction hypothesis, we have :
wlt/x1,...,t/x] €1B— Al,and v[t;/xy,..., i/ x;] € |B], thus :
(wlty/xq,..., g/ xx v/ x,. ..t/ xi] €1A].

Ifit is rule 4, then we know that a previous typing of u gave it the type AA B
(or B A A), in the same context. By induction hypothesis :
ulti/xy,..., e/ x;] € /AN B| =|A|n|B|, and therefore :
ulty/xy,..., tx/ xi] €Al

If it is rule 5, then A = B A C, and, by previous typings (in the same con-
text), u is of type B as well as of type C. By induction hypothesis, we have
ulty/x1,..., tp/ x¢) € |B|, |C|, and therefore u(t/x1,..., tx/x] € |BAC].

If it is rule 6, then the result is obvious.
Q.E.D.

A type A is said to be trivial if no variable has a final occurrence in A. (For
example A — QA (B — Q) is a trivial type, for all A and B).
The trivial types are those obtained by applying the following rules :

Q is trivial ;

if Ais trivial, then B — A is trivial for every B ;

if A, B are trivial, then sois AA B.

As an immediate consequence, we have :

If A is a trivial type, then its value | Al ¢ under any interpretation .% is the whole
set A.

Lemma 3.6. Let A, N be subsets of A, with the following properties :

N issaturated, Ng < N, Ng < (A — N), N D (N — N).
Let .# be the interpretation such that | X| gy = N for every type variable X. Then
|Al 7 © A for every type A, and | Al s < N for every non-trivial type A.

We first prove, by induction on A, that | A| # © A} ; this is obvious whenever A is
a type variable, or A=Q,or A=BAC.

If A=B — C,then|A|=|B| — |C|,and |B| c A, |C| 2 A (induction hypothesis) ;
hence |A| > A — Ap, and since it has been assumed that A — A © A), we have
|A| D AN.

Now we prove, by induction on A, that | A| € A for every non-trivial type A. The

result is immediate whenever A is a type variable, or A=Q, or A=BAC.

If A= B — C, then C is not trivial ; we have |A| = |B| — |C|, |B| © A (this has

just been proved), and |C| c A (induction hypothesis). Hence | A| c (A — A),

and since we assumed that (Ay — A) c A, we can conclude that |A| c A
Q.E.D.
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Theorem 3.7 (Head normal form theorem). Let ¢t be a term which is typable
with a non-trivial type A, in system 2X). Then the head reduction of t is finite.

The converse of this theorem is true and will be proved later (theorem 4.9).

Let Ay = {(X)v;...vp ; x is a variable, vy,...,v, € A} and A = {t € A ; the head
reduction of t is finite}.

Lemma 3.8. Ay and N satisfy the hypotheses of lemma 3.6.

Clearly, A c A and Ay < A — Ap. Also, A is saturated :
indeed, if (u[t/x])f; ... t; has a finite head reduction, then the head reduction
of Axu)tty...t, is also finite.
We now prove that &/ > Ay — A : let u € Ny — A ; then, for any variable x,
(u)x has a finite head reduction (since x € .4p). Suppose that the head reduc-
tion of u is infinite, namely : u, u,,..., u,,... Then there is an n such that u,
starts with A ; otherwise the head reduction of (1) x would be :
(w)x, (ux,..., (uy)x,... which is infinite.
Let k be the least integer such that u; starts with A ; for instance uy = 1y v,
and then u, = 1y v, forevery n = k.
Thus the head reduction of vy is : vg, Vi+1,... Therefore, the head reduction of
(Wxis: (Wx,(u)x,...,(up)x, vlx/yl, vis1[x/yl,... Again, it is infinite and we
have a contradiction.

Q.ED.

Now we can prove theorem 3.7 : let ¢ be a term which is typable with a non-

trivial type A in the context x; : Aj,..., X; : Ax. Consider the interpretation .#

such that |X| s = A for every type variable X. It follows from the adequacy

lemma that, whenever a; € |A;|ys, tlai/xi,...,ar/x;] € |Aly. By lemma 3.6,

|A;l.# D N, so all variables are in | A;| #, and therefore t € |A| 5.

Also by lemma 3.6, |A| y € A/, thus t € A4 and the head reduction of ¢ is finite.
Q.ED.

An ordered pair (Ap,.4) of subsets of A is said to be adapted if it satisfies the
following properties :

i) A is saturated ;

i) A ;M (N —M); (N— AN,
An equivalent way of stating condition (ii) is :

iy M (N > M) (HN—> NN,
Indeed, the inclusion (A — Aj) < (N — &) is an immediate consequence of
McH.

Lemma 3.9. Let (A, A) be an adapted pair, and ¢ an interpretation such that,
for every type variable X, | X| ¢ is a saturated subset of & containing Ay. Then,
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for every type A with no negative (resp. positive) occurrence of the symbol Q), we
have the inclusion | Al g > N (resp. | Al < N).

The proof is by induction on A. The conclusion is immediate whenever A is a
type variable or A = Q.
If A= BAC, and if there is no negative (resp. positive) occurrence of Q in A, then
the situation is the same in B, and in C. Therefore, by induction hypothesis, we
have |B|g, |Cly 2 A (resp. < A). Thus |IBAC|g = |BlgN|Clgy 2 N (resp.
c AN).
If A= B — C, and if Q has no negative occurrence in A, then Q has no positive
(resp. negative) occurrence in B (resp. C). By induction hypothesis, |B| s c A
and |C|¢ o Ay. Hence |B|y — |Cly 2 A& — Ap. Since (A, A) is an adapted
pair, we have A — Ay 2 A, and therefore | A| y D A.
If A= B — C and Q has no positive occurrence in A, then Q has no negative
(resp. positive) occurrence in B (resp. C). By induction hypothesis, |B| s 2 A}
and |C| ¢ c A. Therefore, |B| s — |C| s € Ny — A . Now (A, A) is an adapted
pair, so Ay — A < A, and, finally, |A| s € A

Q.E.D.

Now we shall prove that the pair (45, .4") defined below is adapted :

N is the set of all terms which are normalizable by leftmost §-reduction :
Namely, we have ¢ € 4" if and only if the sequence obtained from ¢ by leftmost
p-reduction ends with a normal term.

N is the set of all terms of the form (x)#;...t,, where f1,...,t, € A/ and xis a
variable. In particular, all variables are in A4} (take n = 0).

We now check conditions (i) and (ii) in the definition of adapted pairs (page 46) :
i) A is saturated : clearly, if (u[t/x])t; ... t, isnormalizable by leftmost -reduc-
tion, thensois (Axu)tty...t,.

i) My N :if t € N, then £ = (x)t;...¢, for some variable x and f£,..., t, are
all normalizable by leftmost §-reduction. Thus ¢ clearly has the same property.
The inclusion Ay < (A — A}) is obvious.

Now we come to (AN — N) c AN :let t € Ny — A and x be some variable not
occurring in ¢ ; since x € Ay, (f)x € A, thus (¢) x is normalizable by leftmost (-
reduction. We need to prove that the same property holds for ¢ ; this is done by
induction on the length of the normalization of (¢) x by leftmost $-reduction.
If t does not start with A, then the first step of this normalization is a leftmost
B-reduction in ¢, which produces a term ¢ ; thus the term (¢')x has a normal-
ization by leftmost §-reduction which is shorter than that of (#)x. Hence, by
induction hypothesis, ¢’ is normalizable by leftmost f-reduction, and therefore
sois f.

If t = Ay u, then the first leftmost f-reduction in (¢) x produces the term u[x/y],
which is therefore normalizable by leftmost 8-reduction. Hence u satisfies the
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same property, and so does t = Ay u: let u = ug, uy, ..., u, be the normalization
of u by leftmost -reduction, then thatof Ayuis: Ayu, Ay uy,...,Ay uy,.

Theorem 3.10 (Normalization theorem). Let t be a typable term in system 2,
of type A in the context x) : Aj,..., X : Ax. Suppose that the symbol Q has no
positive occurrence in A, and no negative occurrence in Ay, ..., Ax. Then t is nor-
malizable by leftmost B-reduction.

Define an interpretation .# by taking | X| s = .4 for every type variable X. It
follows from lemma 3.9 that |A;| s > A) ; now x; € A (by definition of Aj),
thus x; € |A;|.¢ ; by the adequacy lemma, we have :
t=tlx1/x1,...,xnlxn] €Alg.
Now by lemma 3.9, |Al.s < A and therefore t € A

Q.E.D.

The converse of this theorem will be proved later (theorem 4.13).

Corollary 3.11. Suppose that x; : Ay,..., Xk : Ax Fgq t: A, and Q does not occur
inA, As,...,Ax. Then t is normalizable by leftmost B-reduction.

An infinite quasi leftmost reduction of a term ¢ € A is an infinite sequence of
terms t = ty, t1,..., ty,... such that:

for every n=0, t;,, Bo tn+1 (tn+1 is obtained by reducing a redexin ¢,) ;

for every n = 0, there exists a p = n such that £, is obtained by reducing
the leftmost redex in 7).
We can state a strengthened normalization theorem :

Theorem 3.12 (Quasi leftmost normalization theorem).
Suppose x1: Ay, ..., X A Fgq t: A, and Q does not occur in A,Ay,...,Ax. Then
there is no infinite quasi leftmost reduction of t.

In order to prove it, we again define an adapted pair (A, A) :

A is the set of all terms which do not admit an infinite quasi leftmost reduc-
tion ; A is the set of all terms of the form (x)¢ ... t,;, where x is some variable,
and fy,...,t,; € A. In particular, all variables are in .#4; (take n = 0). We check
conditions (i) and (ii) of the definition of adapted pairs (page 46) :

i) A is saturated : given (Axu)tt;...t, = 79, we assume the existence of an
infinite quasi leftmost §-reduction 7, 74,...,Tp,..., and we prove :
(ult/xDty...t, ¢ A by induction on the least integer k such that 744, is ob-
tained from 74 by reducing the leftmost redex.

If k=0, then 7; = (u[t/x])t;...t,, and, therefore, this term admits an infinite
quasi leftmost f-reduction. If k > 0, then 7, is obtained by a reduction ei-
therin u, orin t,t,..., t,, so it can be written 7, = (Ax 1) t't] ... t;, (with either
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u=u'or ufou', and the same for t, ty,..., t,). Now the induction hypothesis
applies to 7; (since the integer corresponding to its quasi leftmost -reduction
is k—1),s0 (u'[t'/xDt]...t;, ¢ &. Butwehave (u[t/xDty...t, BW/'[t'/x)t]... 1},
and therefore there exists an infinite quasi leftmost f-reduction for the term
(ult/xNty... t,.
i) My AN :letT € N, say T = (x)1...I,, where fi,..., [, € A and x is some
variable. Suppose that 7 admits an infinite quasi leftmost f-reduction, say
T=70,T1, -0 Thy ... ; then 7 = (x) t{c tk, with either tf = tf“ or tfﬁo t{”l.
Clearly, there exists i < n such that t{“ contains the leftmost redex of 7 for every
large enough k. Hence #; admits an infinite quasi leftmost §-reduction, contra-
dicting our assumption.
The inclusion A < (A — A}) is obvious.
It remains to prove that (Ay — A) c N : let T € Ny — A and x be a vari-
able which does not occur in 7 ; since x € A, (7)x € A . If T admits an infinite
quasi leftmost B-reduction, say 7 = 19, 71, ..., Tk, ..., then so does (7)x (con-
tradicting the definition of .4/") : indeed, if none of the 7,’s start with A, then
(to)x, (T1)X, ..., (TE)X,... is an infinite quasi leftmost B-reduction of (r)x. If
T = }Lyr’k, then T’k admits an infinite quasi leftmost reduction, and so does
T;C[x/y]. Hence (t9)x, (T1)x, ..., (Tp)x, T’k[x/y] is an initial segment of an infi-
nite quasi leftmost reduction of the term (7) x.
Now the end of the proof of the quasi leftmost normalization theorem 3.12 is
the same as that of the normalization theorem 3.10.

Q.ED.

The following theorem is another application of the same method.

Theorem 3.13. Suppose x; : Ay,..., X : Ax Fgq t: A, and Q does not occur in
A,Ay,...,Ai. Then there exists a fn-normal term u such that, if t fnt’ for some
t', then t' Bn u.

Remark. In particular, ¢ is fn-normalizable (take ¢ = r) and its fn-normal form is
unique. The interesting fact is that the proof does not use the Church-Rosser theorems
of chapter 1 (theorems 1.24 and 1.32).

We define a new adapted pair (A, A).

A is the set of all terms with the desired property ; in other words :

t € N < there exists a fn-normal term u such that, if £ 81 t’' for some t’, then
t' Bnu.

M ={(x)t;...t,; xis any variable, t; ... 1, € A}.

We now check conditions (i) and (ii) of the definition of adapted pairs (page 46) :
i) A is saturated : suppose that (u[t/x])t;...t, € A, and let T be its (unique)
pn-normal form. Let v € A be such that:

(%) Axwitty...tp, fnv.
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We show that v fnt. Consider, at the beginning of the fn-reduction (%), the
longest possible sequence of fn-reductions which take place inside u or t or f;
Or... or ty; this gives Axu')t't] ... t;, with upnu’, t pn t' and t; fn t;.

Then, there are three possibilities :

» The pn-reduction (%) stops there.

Thus, v=(Axu')t't]...t, so that v B (u'[t'/ x])t; ... 1.

But we have (u[t/x])t...t, fn(u'[t'/x])t]...t,, because the relation fn is A-
compatible. Since (u[t/x]) ¢t ...t, € A, it follows from the definition of A" that
(W'[t'1xDt]...t, PnT ; therefore v fn .

« The following step consists in reducing the f-redex (Axu')t" and gives :
(W'[t'1x])t]...t,. Therefore, we have (u'[t'/x])t;...t;, fnv and it follows that
(ult/xDty ...ty Pnv. Since (u[t/xNt...t, € N, it follows from the definition
of A that v fnr.

e Axu' is an n-redex, i.e. u' = (u")x and x is not free in u” ; moreover, the
following step consists in reducing this n-redex. This gives (u")f't]... 1, i.e.
(W'[t'1x]) ¢ ... t,. Thus, the result follows as in the previous case.

i) Mc A lett=(x)t...t, € N, where x is some variable, and t4,...,t, € N .
Suppose that £fnt’. We have ¢’ = (x)z]...t, with #; Bnt;. Therefore . nu;,
where u; is the (unique) fn-normal form of ¢;. It follows that ¢’ 1 (x)uy ... uy,.
The inclusion A c (A — Ap) is obvious, by definition of Ajp.

It remains to prove that (Ay — A) c A :let t € (Ny — A) and x be a variable
which does not occur in ¢ ; since x € A, we have (£)x € A

Let u be the (unique) fn-normal form of (#)x and define w € A as follows :
w=Axuif Axuisnotan-redex, and w = v if u = (v)x with x not free in v ; then
w is fn-normal.

Consider a fn-reduction ¢ fnt’; we show that ' fn w.

We have (#)x fn (¢')x fn u. If the pn-reduction from (#') x to u takes place inside
t', we have u = (v)x and t' fn v ; thus, x is not free in v (because it is not free in
t')and t' fnw = v. Otherwise, we have t' fnAxt"” and t” fnu, so that ¢’ fnAx u;
and in case u = (v)x with x not free in v, we get t' fn Ax(v) x fn v. Thus, we have
again ¢’ fn w in any case, and this shows that t € 4.

Now, the end of the proof of theorem 3.13 is the same as that of the normaliza-
tion theorem 3.10.

2. System D

In order to study the strongly normalizable terms, we shall deal with the same
type system, but without using the constant €. Here it will be called system 2.
The definitions below are quite the same as in the previous section, except for
those about saturated sets and interpretations.
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So the types of system 2 are formulas built with :
variables X, Y, ... (type variables) ;
the connectives — and A.

As before, a context T is a set of the form x; : Ay, %2 : Ap,..., X : A in which
X1, X2,..., X§ are distinct variables of the A-calculus and A, Ay, ..., Ay are types
of system 9.

Given a A-term t, a type A, and a context I', we define, by means of the following
rules, the notion : t is of type A in the contextI' (or t may be given type A in
the context T') ; this will be denoted by I' ¢ t: A (or I' ¢ : A if there is no
ambiguity) :

1. If x is a variable, then T, x: Al x: A.

2.IfT, x:Atg t:B,thenT' 9 Axt: A— B.

3.fTkFgt:A—» BandT' kg u: A thenI' g (H)u: B.

4. 1fT+gt:AnB,thenT g t: AandT'kg £ : B.

5 fTFgt:AandT'tg t:B,thenT' g t: AAB.

Any expression of the form I' -4 ¢ : A obtained by means of these rules will be
called a typing of t in system 2. A term is typable if it may be given some type
in some context.

Clearly, if a term ¢ is typed in the context x; : Ay, ..., X : Ak, then the free vari-
ables of t are among x, ..., X; (this was not true in system 2Q).

Asin 2Q, we have :

Proposition 3.14. I[fT g t: Aandl' oT, thenT' 4 t: A.
IfT g t: A, and if T' < T is the set of those declarations in T which concern
variables occurring free in t, then1' g t : A.

The strong normalization theorem

Consider a fixed subset A" of A (in fact, we shall mostly deal with the case where
N is the set of strongly normalizable terms).

A subset & of A is said to be A -saturated if, for all terms ¢1,...,t,, u:
(ult/xNty...th, e X = Axwitty...t, € X foreveryte N .

Proposition 3.15. If % is an & -saturated subset of A, then & — ¥ is N -
saturated for all X .

Indeed, suppose t € A and (ul[t/x)t;...th e X =Y.
Forany #pin &, (ult/x])t;...tytp € %, and therefore (Ax u)tt; ... t,to € %, since
% is N —saturated. Hence Axuw)tty...t, € X - ¥

Q.ED.
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An A -interpretation .# is, by definition, a function which associates with each
type variable X an .4 -saturated subset of A, denoted by | X|.# (or simply | X]| if
there is no ambiguity). Given such a function, we can extend it and associate
with each type A an A4 -saturated subset of A, denoted by | A| 4 (or simply | Al),
defined as follows, by induction on the length of A :

if Ais a type variable, then | A| s is given with the interpretation .# ;

if A=B— C,then |A|ly =|Bls — |Clg;

if A=BAC,then|A|ls =|BlsN|Clyg.

Lemma 3.16 (Adequacy lemma).
Let ¥ be an N -interpretation such that |F| s < A for every type F of system 9,
and u a A-term, such that :
X1:AL .., X Arbg u Al
Ifti€lAylg, ..., ty €|Akly thenulty/ xy,..., tk/ X ] € 1Al g.

The proof proceeds by induction on the number of rules used to obtain the
typing of u. Consider the last one :

Ifitis rule 1, 3, 4 or 5, then we can repeat the proof of the adequacy lemma
(lemma 3.5), for the corresponding rules.

Ifitisrule 2, then A= B — C and u = Ax v ; we can assume that x does not
occur freein fi,..., ty and is different from x;,..., xx. Moreover :
X:Bx1:A,...,x Ao v C.

By induction hypothesis, v(t/x, t;/x1,..., tx/ xi] € |C| holds for any ¢ € | B|.

It then follows from our assumptions about x that :

vit/x, til/xq,..., G/ xx) = viti/ x1, ..., b/ X ) [ 2] x].

Since Cis A -saturated and ¢ € |B| € A, we have: (Axv[t;/x1,..., t/x])t €|C|.
Now since ¢ is an arbitrary element of | B|, we obtain :

Axvit/x1,..., e/ xx) € (IBl — |C)) = | Al

Q.E.D.

We now give a method which will provide a set A such that |F| 4 < A for every
N -interpretation .# and every type F of system 2.

In this context, an ordered pair (A, . #') of subsets of A is said to be adapted if
and only if :
i) A is A -saturated ;
i) Mo N ;M (N = M) (NM—oAN) N,
The difference with the definition page 46 lies in condition (i).
As above, condition (ii) can also be stated this way :
i)y Ny (N =N c(N— NN

Lemma 3.17. Let (A, A) be an adapted pair, and ¥ an N -interpretation such
that, for every type variable X, | X| ¢ is an N -saturated subset of & containing
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No. Then, for every type A, |Al ¢ is an A -saturated subset of & which contains
0.

Proof by induction on A. The result is clear whenever A is a type variable or
A=BAC.
If A= B — C, then |A| = |B| — |C|, thus |A] is A& -saturated since |C]| is (propo-
sition 3.15). Moreover, by induction hypothesis, |B| > Ap, and |C| < 4. Hence
|B| — |C| < Ny — A . Now Ay — AN < A according to the definition of adapted
pairs ; therefore |B — C| c A
Similarly, we have |B| ¢ 4, and |C| > A). Hence |B — C| > A& — A} ; since
N — Ny D N (definition of adapted pairs), we obtain |B — C| > ;.

Q.ED.

Now we define two sets A and A and show that (Ap,.4) is an adapted pair :

A is the set of strongly normalizable terms ; in other words, ¢ € A < there
is no infinite sequence ¢ = fy, f1,..., I, ... such that #; B t;;+; for all i ; therefore
each maximal sequence of this form (called normalization of ) ends with the
normal form of ¢.

N is the set of all terms of the form (x)f ... t;, where x is some variable, and
Hy...,theN.

Proposition 3.18. A strongly normalizable term admits only finitely many nor-
malizations.

(This is an application of the well known Kénig’s lemma). Let t be a term which
admits infinitely many normalizations. Then at least one of the terms obtained
by contracting a redex in ¢ admits infinitely many normalizations. Let #; be
such a term ; we have o t;. Now the same argument applies to #; ; so we
can carry on and construct an infinite sequence f = fy, f,..., I,... such that
tn Po ty+1 for all n ; therefore ¢ is not strongly normalizable.

Q.ED.

Proposition 3.19. A is A -saturated.

Lette N, (u[t/xDty...t, € /. We need to prove that (Axuw)tt;...t, € N.

Let p (resp. q) be the sum of all the lengths of the normalizations of ¢ (resp.
(ult/xDty...tn).

The proof is by induction on p, and, for each fixed p, by induction on g.
Consider the terms obtained by contracting a redexin (Ax u)tt; ... t,. Itis suffi-
cient to prove that all of them are in 4. The redex on which the contraction is
done may be:

1. The redex (Ax u) ¢t ; then the reduced term is («[t/x])t; ... t,, whichisin A ;
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2. A redex in u, the reduced term being u’, with ufou’' ; we want to prove
that Axu/)tty...t, € A. But we have u[t/x) o u'[t/x] (proposition 1.20), and
therefore u(t/x]t;...t, Bo [t/ x]t; ... t, ; thus, the sum of the lengths of the nor-
malizations of (u/[t/x])t;...t, is < g, and the induction hypothesis yields the
expected result ;
3. Aredexin t; ; same proof;
4. Aredexin t, the reduced term being ' ; then the sum of the lengths of the nor-
malizations of ¢’ is p’ < p. On the other hand, we have u[t/x] B u[t'/ x] (proposi-
tion 1.23), so there is a normalization of («[t/x]) ¢ ... t, which involves the term
(ult'/xNty...t, ; therefore, (u[t'/x)ty...t, € A . With the induction hypothe-
sis, we conclude that Axw)t't;...t, € N .

Q.E.D.

Now we prove that (A, A4) is an adapted pair : condition (i) was checked in
proposition 3.19 ; we have obviously A < A and Ay € A — A} ; in order to
prove that Ay — A < A, suppose that u is not strongly normalizable, and let x
be some variable (x € A}) ; there exists an infinite sequence u = uy, uy,..., Uy, ...
such that u; fo u;4+; for all i ; then the sequence (u)x = (up) x, (1) X, ..., (U)X, ...
attests that (u) x is not strongly normalizable.

Theorem 3.20 (Strong normalization theorem). Every term which is typable in
system 9 is strongly normalizable.

Indeed, let ¢ be a term of type A, in the context xj : Aj,..., Xk : Ax. Define
an J-interpretation .# by taking |X|ys = A for every type variable X. We
have x; € A by definition of Ag, so x; € |A;| ; by the adequacy lemma, ¢ =
tlx1/xy,...,xXnl x,] € |Al. Now by lemma 3.17, |A| c A ; thus t € A

Q.E.D.

Remark. Proposition 3.19 provides the following algorithm for checking whether or
not a term is strongly normalizable :

if ¢ is a head normal form, say t = Ax;...Ax,(x)f;...t; : then do the checking for
f1,..., tx ; otherwise, we have t = Axy...Ax,(Ax w)vty ...ty : then do the checking for v
and for (u[v/x])t; ... tx. The algorithm terminates if and only if ¢ is strongly normaliz-
able.

3. Typings for normal terms

We intend to show that head normal forms and normal forms are typable, in a
notable way : a head normal form is typable in system 22, with a non-trivial
type ; a normal form is typable in system & (and therefore also in system 20,
with a type in which the symbol 2 does not occur).
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Proposition 3.21. Let t be a term in head normal form. Then t is typable in
system 2, with a type of the form Uy,...,U, — X (where X is a type variable,
andn = 0).

Indeed, t = Ax;...Ax,(p)uy ... ur. Now, (y)u;...ux is of type X in the context
y:U (where U =Q,Q,...,Q — X).
Thus tis of type Uy, ..., U, — Xinthe context y: U (U, ..., U, may be arbitrarily
chosen, except when y = x; ; in that case, take U; = U).

Q.ED.

Lemma 3.22. [fx;:A;,x2: Ag,..., Xk A Ht: A, then:
X1 ATNAY, Xot Agy o Xt A BT A

Proof by induction on the number of rules used to obtain :
X1: Ay, X2 Ag,..., X A F t: A (either rules 1 to 6, page 42 or rules 1 to 5,
page 51). Consider the last one. The only non-trivial case is that of rule 1, when
t = x1. Then we have A= A;. Now, by rule 1, x; : Ay AA],... F X1t Af A AL
therefore x1: Aj A A},...F x1: Ay (rule 4).

Q.ED.

Proposition 3.23. Given any two contexts T',I", there exists a context T'" such
that, ifT-t: AandT' - u: B, thenT" - t: A, u: B.

Even if it means extending both contexts, we may assume that :
Tisxj:Aj,...,xx: Arand I is x; : By,..., Xk : By
Then it suffices to take for I'” the context x1 : A} A By,..., Xi : Ax A Bi and apply
the previous lemma.

Q.ED.

The next proposition shows that every normal term is typable in system 2.

Proposition 3.24. For every normal term t, there exist a type A and a context T’
such thatT kg t: A. Moreover, if t does not start with A, then, for every type A,
there exists a contextI such thatT kg t: A.

Recall that the normal terms are defined by the following conditions :

any variable x is a normal term ;

if t is a normal term, and if x is a variable, then Ax ¢ is a normal
term;

if ¢, u are normal terms, and if ¢ does not start with A, then (f)u is a
normal term.
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The proof of the proposition is by induction on the length of . If ¢ is a variable,
then ¢ is of type A in the context £ : A.
If t = Ax u, then u is of type A in a context I' ; we may assume that the declara-
tion x: B occurs in T, for some type B (otherwise we add it).
Hencel' kg t: B — A.
Now suppose that ¢t = (1)v, and u does not start with A. Let A be any type of
system 2. By induction hypothesis, v is of some type B, in some context I'.
Moreover, there exists a context I'' such that I’ 4 u: B — A. By the previous
proposition, there exists a context I’ such that " +4 v: B, u: B — A.
ThusI'" 4 (W v: A.

Q.E.D.

Principal typings of a normal term in system &

We have just shown that every normal term ¢ is typable in system 2. We shall
improve this result and see that, actually, there is a type which characterizes ¢
up to n-equivalence.

Recall that, if x; : A;,...,xr : A Fg t: A, then the free variables of ¢ are among
X1,..., Xk, and the symbol Q does not occur in the types Ay, ..., A, A.

Let ¢t be a normalterm and {x,, ..., xi} a finite set of variables, containing all the
free variables of ¢. We shall define a special kind of typings of ¢ in system 2, of
the form x; : Ay,...,xx: A g t: A, which will be called principal typings of t.
The definition is by induction on ¢ :

If ¢ is a variable x;, we take distinct type variables Xj,..., X;. The principal
typings are xi : Xj,..., X : X Fg x; 1 X;.

If t=Axu,letx: A, x1: Aj,..., Xk : Ax F9 u: B be a principal typing of u.
Then x; : Ay,..., xx: Ax g t: A— Bis a principal typing of ¢.

If t does not start with A, we have ¢ = (x)f;...t,, where x is a variable, and
f1,...,t, are normal terms. Let x: A;, x; : A}, ey Xt Af 9 t; : B; be a principal
typing of #; (1 < i < n). Even if it means changing the type variables, we may
assume that, whenever i # j, the typings of #; and ¢; have no type variable in
common. Then we take a new type variable X, and we obtain a principal typing
of t, whichisT' ¢ : X, where I' is the context :

XA A ABy, .., By — X), x1 N AL L x s N AR
This is indeed a typing of ¢ : it follows from lemma 3.22 that

I'tg ti:BjandT'9 x: (By,...,B;, — X);
then it remains to apply rule 3, page 51.
Lemma 3.25. Let xy : Ay,..., Xk : Ax b9 t: A be a principal typing of a normal
termt, and yy,...,y; be new variables. Then there exist types By,..., B; such that
X1:AL ..o, Xkt Ay Y1 i By, ..., Y1 B g t: Als a principal typing of t.
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Immediate proof by induction on the length of ¢.
Q.ED.

Definition. Given any A-term ¢, every term u such that tnu will be called an
n-reduced image of t.

Theorem 3.26.

Let xy: Ay,..., Xk : Ax b9 t: A be a principal typing of a normal term ¢, and let u
be a typed term in system 9, of type A in the context x : Ay, ..., Xk : Ax. Then
there exists an n-reduced image of t which can be obtained from u by leftmost
pB-reduction.

Examples : t = Ax(x)x ; the principal type is X A (X — Y) — Y ; any term of that
type can therefore be reduced to ¢ by leftmost §-reduction ;

t = AfAx(f)x; the principal type is (X — Y) — (X — Y) ; any term of that type
can be reduced either to ¢, or to Af f (which is an n-reduced image of t), by
leftmost B-reduction ;

t=AfAx(f)(f)x; the principal typeis (X = Y)A (Y — 2) = (X — 2).

Lemma 3.27. Suppose t is normal and tnt' ; then t' is normal. Moreover, if A is
not the first symbol in t, then neither is it in t'.

We can assume that t1, t' (¢’ is obtained by one single n-reduction in ).
The proof is by induction on ¢. If 7 is a variable, then ¢ = ¢’ and the result is
obvious. If ¢ starts with A, then there are two possibilities :

t=Axu, t'=Axu',and unou'; then v’ is normal, thus so is t'.

t = Ax(t") x, and x does not occur free in ¢’ ; then ¢’ needs to be normal, since
tis.
If t does not start with A, then ¢ = (1) v, and the first symbol in u is not A. In that
case, either t' = (u)v' or (u')v, with unou' or vnov'. By induction hypothesis,
u' and v’ are normal and ©’ does not start with A. Thus ¢’ is normal (and does
not start with 1).

Q.E.D.

Lemma 3.28. Consider two terms t, v, and a variable x with no free occurrence
in v. Suppose (v)x >> t. Then there exists an n-reduced image u of Axt such
that v >> u.

Recall that #y >> ; means that ¢ is obtained from #, by leftmost S-reduction.
The proof proceeds by induction on the number of steps of leftmost -reduc-
tion which transform (v)x in t.

1. (v)x = t; then Ax tn v (definition of n) ; take u = v.

2. (v)x # t and v does not start with A. Then the first leftmost f-reduction in
(v)x is done in the subterm v ; it gives a term (v') x, where v’ is obtained from v
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by a leftmost -reduction. By induction hypothesis, there exists a term u such
that Ax tnu and v’ >> u. Thus v >> u.
3. (v)x # t and v starts with A. Since x is not free in v, we may write v = Ax w ;
therefore, a leftmost f-reduction in (v)x produces the term w. Thus it follows
from our assumption that w >> t. Hence v =Axw >> Ax t.

Q.E.D.

Theorem 3.29. Let t be a normal term, and x : Ay, ..., X, : Ax b9 t: A a princi-
pal typing of t. Then there exists an interpretation .¢ such that :

D) x1€lA1lg,..., Xk €| Aklg ;

ii) for every term v € | Al ¢ having all its free variables among x,, ..., Xy, there
exists ann-reduced image u of t such that v >> u.

We first show how theorem 3.26 easily follows from theorem 3.29 : indeed, let v
be any typed term in system 2Q, of type A in the context x; : Aj,..., Xx: Ag; by
lemma 3.25, we may assume that the free variables of v are all among xy, ..., xi.
By the adequacy lemma (lemma 3.5), we have v|a,/x;,..., ar/ xx] € | Al # when-
ever a; € |A;|# ; now x; € |A;|.#, and therefore v € |A|». Then theorem 3.29
ensures the existence of an n7-reduced image of ¢t which can be obtained from v
by leftmost S-reduction.

Now we prove theorem 3.29 by induction on the length of ¢ :

If ¢ is a variable, say x;, then the given typingis x; : X1,...,x¢: Xx Fg x1 : X,
where the X!s are type variables. The interpretation .# can be defined by v €
| Xilg © v>>x;.

If £ = Ax u, then we have a principal typing of u of the form :

X:A x1:A1,..., Xk : Ax Fg u: B ; by induction hypothesis, there exists an in-
terpretation .# such that x € [Al.¢, x; € |A1l.g,..., Xk € |Akl.ys. Now the given
principal typingof t = Axuis x1: Ay,..., Xx: Ay Fg t: A— B.Lletve|A— Bly
be a term with no free variables but x;,..., x; (so x does not occur free in v).
Since x € |A| g, (v)x € |Bl¢. Therefore, by induction hypothesis, (v)x >> w,
where w is an n-reduced image of u. By lemma 3.28, there exists a term ¢’ such
that v >> t'and Axwnt'; thus v>>t and Axunt'

If t does not start with A, then ¢ = (x)t; ... t;;, where x is some variable and
fi,...,t, are normal terms. We also have principal typings for the #;’s : x: A;,
X1 A},. ey Xt Ai? Fg ti : B;, and interpretations .#;. Observe that the typings of
the /s have no type variable in common, so it is possible to define one single
interpretation .# such that for every i, .%; and .¢ have the same restriction to
the type variables occurring in the typing of ;. Now the given principal typing
of tisT' kg t: X, where I is the context :

XA AiABy, .., By — X), x1 N AL L x s N AR
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By induction hypothesis, x € |A;|.¢, thus x € |/\;_’t:1 Ailg;
similarly, we have x; € | /\?: 1 A; |.g.
We define the value of X in the interpretation .# by taking :
|X|.s = {v € A; there exist t; € |Bilg,..., t;, € |Byls such that v >> (x) ] ... 1}
(this is indeed a saturated subset of A).
It follows from this definition that x € |By,...,B; — X|.#. Thus:

XN AiA(By,...,By— Xz
Let v € | X|.», with no free variables but xi,..., x;. Then v reduces to (x)f]...1,
by leftmost B-reduction ; we have tlf € |B;l.s and therefore, by induction hy-
pothesis, ¢, >> t!', where ¢/’ is an n-reduced image of #;. Hence v >> (x)]'...t,,
which is clearly an n-reduced image of t = (x) #; ... t;.
So we have shown that the interpretation .# satisfies all the required properties
with respect to the given principal typing of ¢.

Q.ED.

Corollary 3.30. Let t,t’ be two normal terms ;

i) Suppose that T kgq t: A= T kFgq t': A, for any type A and any contextT ;
thentnt'.

ii) Suppose that T kgq t: A & T kgq t': A, for any type A and any contextT ;
thent=1'.

i) Take I" and A such that I' Fgq ¢ : A is a principal typing of t. By assumption,
we have I' Fgq t': A; by theorem 3.26, there exists a term u such that tnu and
t' >> u. Now since t' is normal, this implies ¢’ = u.
ii) It follows from (i) that tnt' and t'nt ; therefore ¢ = ¢’ (indeed, if tnt’ and
t # t', then ¢’ is strictly shorter than 1).

Q.E.D.

References for chapter 3

[Hin78], [Hin86], [Cop78], [Pot80], [Ron84].
(The references are in the bibliography at the end of the book).
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Chapter 4

Normalization and standardization

1. Typings for normalizable terms

Notation. In this chapter, the notation  refers to system 2 or system 2Q (the
result hold in both cases). Of course, the notation Fgq refers to system 2Q
only, and the notation -4 refers to system 2 only.

Proposition 4.1.

Let T be a context and x,, ..., xy variables which are not declared inI'. Suppose
thatT,xy: Ay,..., X : A u:B,and T & t; : A; for alli such that x; occurs free
inul<i<k). Then '+ ult;/x,..., tx/x;] : B.

Proof by induction on the number of rules used for the typing
I,x1:A;1,..., x;: A+ u: B. Consider the last one :

Ifitis rule 1, then u is a variable ;

if u = x;, then B = A;, and ul[t,/xy,..., ti/ xx] = t;, which is of type B in the
context I'.

if u is a variable and u # xi,..., x, then ult;/x1,...,t/x;] = u, and I" con-
tains the declaration ©: B ; thusI' - u: B.
Ifitisrule 2, thenu=Ayv, B=C— D, and:

Ix1: A1, X A, y: CH v D.
By induction hypothesis, we have I, y: C+ v[t;/x1,..., tx/ xi] : D. Therefore, by
rule 2, we obtain I' - Ay v[#;/xy,..., tx/ x;] : C — D, that is to say:
I'tulti/x,..., t/x;] : C— D.
Ifitis rule 3, then u = vw and :
Ix1:A,....x: Ay Fv:C— B, w:C.
By induction hypothesis :
I'tvit/x1,...,tx/x ] :C— Band T+ w(t;/x1,..., G/ x;] : C.

Hence ' - (vt /xy,..., G/ xk D wlty/ x1, ..., G/ xi] = B.
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In otherwords I' - u[#/ x1,..., tx/ Xi] : B.

The other cases are obvious.
Q.E.D.

We will say that a type A is primeif A # Q2 and Ais not a conjunction. So a prime
type is either a type variable or a type of the form A — B.

Any type A is a conjunction of prime types and of Q (when A is prime, this
conjunction reduces to one single element). These prime types will be called
the prime factors of A. The formal definition, by induction on the length of A,
of the prime factors of A, is as follows :

e if A=Q, it has no prime factor;

o if Ais a variable, or A = B — C, it has exactly one prime factor, which is A
itself ;

e if A= B A C, the prime factors of A are the prime factors of B and the prime
factors of C.

Lemma 4.2. Supposel \-t: A, where A is a prime type.

i) If t is some variable x, then x is declared of type A' inT', A being a prime factor
of A'.

i)Ift=Axu,then A=B— C,and I',x:BFu:C.

iii) Ift=uv, thenT+v:B,T+u:B— A, and A is a prime factor of A'.

In case (ii), recall that the notation “T', x : B ” implies that x is not declared in T
(otherwise, one should rename the bound variables of Ax u).

The given typing of ¢ (with a prime type A in the context I') is obtained by the
rules listed on p. 42 or p. 51. Consider the first step when one of these rules
produces a typing I' - ¢ : A’, where A is a prime factor of A’.

The rule applied at that step is neither rule 4 nor rule 5 :

Indeed, rule 4 requires a previous typing of the form I' - ¢: A’ A B, and A would
already be a prime factor of A’ A B. As for rule 5, it requires previous typings of
theform '+ t: A}, and '+ ¢: A}, with A" = A} A A} ; then A would already be
either a prime factor of A} or of A).

In case (i), the rule applied may only be 1, 4 or 5, since the term obtained is a
variable. But 4 and 5 have just been eliminated ; so it is rule 1, and therefore x
is declared of type A" inT.

In case (ii), the rule applied may only be 2, 4, or 5, since the term obtained is
Ax u. So it is rule 2, which implies that A" is of the form B — C ; now this is a
prime type, thus A’ = A = B — C. Moreover, in this case, rule 2 requires as a
previous typing: I'x: BF u:C.
In case (iii), the rule applied may only be 3, 4 or 5, since the term obtained is
uv. So itis rule 3, and therefore we have: T'+v:Band TFu:B— A'.

Q.E.D.
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Proposition4.3. If T+t: Aandtft', thenT - t': A.

We may assume ¢ B t’' (that is to say that ¢’ is obtained by contracting one redex
in ). The proposition is proved by induction on the number of rules used to
obtainI' - ¢ : A. Consider the last one :
It cannot be rule 1, since ¢ f( ¢’ is impossible when ¢ is a variable.
Ifitisrule2, thent=Axu, A=B— C,and I, x: B+ u:C. Inthiscase, t' = Axu’
and u Bou'. By induction hypothesis, we have I', x: B~ u': C;
thusT+Axu': B— C, thatistosay '+ ¢': A.
Ifitisrule 3, then t =uv, '+ u:B — A, and I' - v: B. Here there are three
possible situations for ¢’ :
i) t' = u'v, with u By 1’ ; by induction hypothesis, we have I' - v’ : B — A, and
therefore I' - ¢’ : A.
ii) t' = uv', with v By v’ ; by induction hypothesis, '+ v': B; thus T+ t': A.
iii) u = Axw and ¢’ = w[v/x] ; so we have I' - Axw : B — A. Therefore, by
lemma 4.2(ii), I, x: BF w: A; now, since I' - v : B, proposition 4.1 proves that
I'+wlv/x]: A thatistosay '+ t': A.
If the last rule used is 4, 5 or 6, then the result is obvious.

Q.ED.

Proposition 4.4. Let I" be a context and x.,..., Xy variables which are not de-
claredinT. If T - ulty/xy,...,tx/x¢) : B, and if ty,..., ty are typable in the con-
text ', then there exist types Ay,..., Ay such thatT - t; : A; 1 <i<k)andT,
X1:A1,.., X A u: B.

Remarks.

1. If the type system is 21, then the condition “ ¢; is typable in the context I ” is
satisfied anyway (I' - #; : Q).

2. The necessity of introducing the conjunction symbol A, with its specific syntax, ap-
pears in this proposition ; the result is characteristic of this kind of type systems.

First, observe that the proposition is obvious when u = x;. Indeed, in that case,
we have I'  ¢; : B, and, of course, T',x;: BF x; : B. Thus we can take A; = B,
and, for j # i, take A; as any type satisfying I' - £;: A;.

Now suppose u # xi,...,X;. The proof is by induction on the number of rules
used to obtain I'+ ult;/x;,..., tr/x;] : B. Consider the last one.

Ifitis rule 1, then u[#/xy,..., tx/ x)] is a variable y, and I" contains the dec-
laration y : B. Thus u is also a variable. Now since u # xj,..., Xy, we have
ulty/xy,..., tx/ xg] = u, and u = y. Therefore I' - u : B ; besides, it has been
assumed that I' - ¢; : A; for appropriate types A;.

If it is rule 2, then we have B = C — D, ultj/xy,...,tx/xx] = Ayu' and
Iy:Cru':D. Since u # xi,..., Xy, we have u = Ay v. As usual, we may sup-
pose that y does not occur free in T, u, t1,...,t, and y # x1,...,xr. We have
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u' =vlty/x,..., t/ x] and therefore T', y: C+ v([fy/x1,..., tx/ x¢) : D. By induc-
tion hypothesis, there exist types A; such thatT', y:CF t;: A;, and T, y: C,
X1:A1,..., X A Fv:D. Consequently :

ILx1:A,..., X : AxFu:C— D.

Moreover, since y does not occur in t;, we have I' - ¢; : A; (propositions 3.1, 3.3
and 3.14).

If it is rule 3, then u[ty/x1,..., t/x) = V' w',andTH V' :C— B, T+ w': C.
Since u # x1,..., X, we have u = vw, and therefore :
vV'=vln/xy,..., el xi), w = wlty/xq,..., t/ x¢]. Consequently :
I'tvit/x1,..,telx ] :C— B,and T' = w(t;/x1,..., te/x] : C.
By induction hypothesis, there exist types A’, A7 such that:
CH4: A THE AL
T,oxpt Al xk i AlFv:C— B Toxt A, x A w: C.
Let A; = A; A A7 ; then we have :
Ix1:A1,.., X A Fv:C— B, w:C. Thus:
I',x1:Ay,..., X : A u: B. Moreover, I' - t; : A;.

Ifit is rule 4 or rule 6, then the result is trivial.

Ifitis rule 5, then :
B=B'AB",and Tk ulti/xy,...,tx/xx] : B, T - ulti/x1,..., tp/ xx] : B”.
By induction hypothesis, there exist types A’, A such that:
TH4: A THE AL
T, x; :A’l,...,xk:A’kI— u:B; T, x :A’l’,...,xk:A’]éI— u:B".
Let A; = A; A A7 ; then we have x1: Aj,...,xx: Ay = u: B' A B”, that is to say
u:B. Moreover, I' - t; : A;.
Q.E.D.

Corollary 4.5.
IfT - ult/x]: B and ift is typable in the context T, thenT' - (Axu)t: B.

Remark. In system 2, the condition about  is satisfied anyway, since I' - ¢ : Q.

Proof. By proposition 4.4, we have I' - t: Aand T',x: A+ u: B for some type A.
HenceI' - Axu: A— B (rule 2), and therefore, by rule 3, I' - (Ax u)¢: B.
Q.E.D.

Theorem 4.6. Let t and t' be two A-terms such that t' is obtained from t by -
reduction (in other words t Bt'). If T gq t': A, thenT Fgq t: A.

We may suppose t By t’ (i.e. ¢’ is obtained by contracting a redex in r).

The proof is by induction on the length of ¢ and, for each fixed ¢, by induction
on the length of A.

If A=Q, the result is trivial.
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If A= Ay A Ap, thenT +t': A and T+ ¢/ : A,. By induction hypothesis, we have
T't:A,andT' F ¢t: Ay, thereforeI' - £: A.

So we may now suppose that A is a prime type. There are three possible
cases for ¢ :

i) ¢ is a variable ; this is impossible since ¢y t'.

ii) £ =Axu; then t' = Axu' and uBou’. Since Axu' is of prime type A in the
context I, by lemma 4.2(ii), we have A= B — C,and T, x: B+ u':C. Now u is
shorter than ¢, so by induction hypothesis, I', x : BF u: C. Thus t = Axu is of
type A= B — Cin the context I'.

iii) = uv ; then we have three possible situations for ¢’ :

a) t' = uv', with v By v’ ; by assumption uv' is of prime type A in the context
I'. By lemma 4.2(iii), we have ' - v/ : Band '+ u: B — A’, A being a prime
factor of A’. Now v is shorter than ¢ so, by induction hypothesis, I' - v : B. Thus
t = uvis of type A’, and hence also of type A, in the context I'.

b) t' = u'v, with u By u' ; similarly, we have :
l'+v:BandT+u': B— A, Abeinga prime factor of A’. By induction hypoth-
esis, [+ u:B — A'. Thus t = uv is of type A’, and hence also of type A in the
context I'.

c)u=Axw, (so t=Axw)v) and t' = wlv/x].
The assumptionis I'+ w[v/x]: A. By corollary 4.5, and since we are in system
2Q,we also have I' - (Ax w)v: A.

Q.ED.

As an immediate consequence of theorem 4.6 and proposition 4.3, we obtain :

Theorem 4.7.
Ift is B-equivalent to t', and if T gq t: A, thenT Fgq t': A.

We are then able to give an alternative proof of the uniqueness of the normal
form:

Corollary 4.8. Supposet and t' arenormalandt=gt'. Thent=1t'.

Apply theorem 4.7 and corollary 3.30.
Q.ED.

Theorem 4.9. For every A-term t, the following conditions are equivalent :
i) t is solvable ;

ii) t is B-equivalent to a head normal form ;

iii) the head reduction of t is finite ;

iv) t is typable with a non-trivial type in system 2.
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Recall that the trivial types are those obtained by the following rules :
Q is trivial ;

if Ais trivial, then so is B — A for every B ;

if A, B are trivial, then so is AA B.

Lemma 4.10. If Axt (resp. tu) is typable with a non-trivial type in system 2Q,
then the same property holds for t.

We may assume that this type is non-trivial and prime, since any non-trivial
type has a prime factor which is also non-trivial.
Suppose that I'+ Ax ¢: A, where Ais a prime non-trivial type. By lemma 4.2(ii),
weget A=B— Cand I',x: B} t: C. Moreover, C is non-trivial since A is.
Suppose that I'+ tu: A, where A is a prime non-trivial type.
By lemma 4.2(iii), we get I'+t: B — A’ and A is a prime factor of A’. It follows
that A’ is non-trivial.

Q.E.D.

We are now able to prove theorem 4.9.

(i) = (iv) : Let u = Ax;...Axi t be the closure of ¢. Then u is solvable (remark 2,
p. 31, chapter 2), and therefore uv;...v, =g x, where x is some variable with
no occurrence in u. Since x can obviously be typed with a non-trivial type,
the same holds for uv; ... v, (theorem 4.7), and hence also for u, according to
lemma 4.10. Applying this lemma again, we can see that ¢ itself is typable with
a non-trivial type.

(iv) = (iii) : This is the head normal form theorem 3.7.
(iii) = (ii) : Obvious.
(ii) = (i) : We may suppose that ¢ is a closed term (otherwise, take its closure).
We have ¢t =g Ax;...Ax(x;)uy ... u; (closed term in head normal form).
Let v; = Ay;...Ay; x (where x is a new variable), and v; be arbitrary terms for
j#1i,1=<j<k.Then (f)vy...vr =g x, which proves that ¢ is solvable.

Q.ED.

As an application of theorem 4.9, we now prove the following property of solv-
able terms, which we have used in chapter 2 (namely, lemma 2.12) :

Theorem 4.11. If t =g Axy...Axg(x))t1... 1, (with 1 < i < k) then, there exist
t}. =g tj (1 = j < n) such that, for any uy,...,ux € A, we have :
(Ouy ... ug > W)ty ... t;, with t}’ = t}[ul/xl,...,uk/xk].

Recall that >, denotes weak head reduction (see page 30).

Lemma 4.12. Ift > (X)11... ty, then t{ulx, uy/ xy, ..., Ux/ Xg] >, (W] ... t, where
t;. =tjlulx,ur/xy,...,up/xi] forl< j<k.
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Proof by induction on the length of the head reduction from ¢ to (x)f;... 2.
Note that this reduction is, indeed, a weak head reduction, because the final
term does not begin with a A.
The result is trivial if this length is 0, i.e. if = (x)#; ... t,,. Otherwise, by propo-
sition 2.2, we have r = (Azw)vv;...v, (since ¢ does not begin with a 1). Let
t* = (wlvlzDhv... v, ; we can apply the induction hypothesis to t*, so that
tulx, urlxy, .. upl XKl > (W .. 8,
Define v/ = v[u/x,u1/x1,..., ur/ xl, and the same for vy, ..., Up, W.
Thus, we have :
tlul x, uy X, ... ke xi] = (wlvl 2wl x, uy .. uge X Vv
= (wlulx,u1/x1,..., ur! Xk, v’/z])v’l...v;, (by lemma 1.13)
= W'l 1z2)v]... v;, (again by lemma 1.13, since z is not free in u, uy, ..., ug).
Therefore, we have (w'[v'/z])V] ... v;, >0 (W)t 1,
It follows trivially that (Az w)v'v)...v), >y (W)t ... 1. This gives the result, be-
cause t[u/x,ui/xy,...,ur/ xpl = AzwHv'vy ... v;.

Q.ED.

/
p

We can now prove theorem 4.11. The hypothesis gives :
(D)x1... Xk =g (X;) 11 .... t, and the variables x,..., X are not free in .
By theorem 4.9, the head reduction of (#)x;...x is finite and gives a A-term
which is f-equivalent to (x;) ;... ;. In other words :
(O)x1... X, > (X)) ... £y, with t} =gtj (l<j<n).
We now use lemma 4.12, with the substitution [u;/x1,..., 4/ X;], and we obtain
(O ... ug >, (u)t] ... 1), with t}’ = t}[ullxl,..., Ul xil.
Q.ED.

Theorem 4.13. For every A-term t, the following conditions are equivalent :

i) t is normalizable ;

ii) t is normalizable by leftmost B-reduction ;

iii) there exist a type A and a context I', both containing no occurrence of the
symbol Q, such thatT Fgq t: A;

iv) there exist a type A with no positive occurrence of 0, and a context " with no
negative occurrence of Q, such thatT Fgq t: A.

Clearly, (ii) = (i) and (iii) = (iv). We already know that (iv) = (ii) : this is the
normalization theorem 3.10.
It remains to prove that (i) = (iii) :
If ¢ is normalizable, then ¢ ~g t' for some normal term ¢’ ; by proposition 3.24,
there exist a type A and a context I', both containing no occurrence of the sym-
bol Q, such that I' ¢ t': A. It then follows from theorem 4.7 that we also have
I'bgqt: A

Q.ED.
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Theorem 4.14. A A-term t is normalizable if and only if it admits no infinite
quasi leftmost reduction.

The condition is obviously sufficient. Conversely, if ¢ is normalizable, then, by
theorem 4.13, there exist a type A and a context I', both containing no occur-
rence of the symbol Q, such thatI' Fgq t: A. Thus, it follows from the quasi
leftmost normalization theorem 3.12 that ¢ admits no infinite quasi leftmost
reduction.

Q.ED.

With the help of the results above, we can now give yet another proof of the
uniqueness of the normal form (the third, see corollary 4.8) which makes no
use of the Church-Rosser theorem 1.24.

Theorem 4.15. If t is normalizable, then it has only one normal form. In other
words, if t Bu, t Bu' and u, u' are normal, then u=u'.

By theorem 4.13(i)(ii), ¢ is normalizable by leftmost f-reduction. We prove the

theorem by induction on the fofal length of this reduction (i.e. the total number

of symbols which appear in it).

By proposition 2.2, we have ¢ = Ax;...Axr({) 1 ... 1, where ¢ is a variable or a

redex.

If ¢ is a variable, the leftmost -reduction of ¢ is exactly the succession of the

leftmost S-reductions of f,..., ;. Therefore, we can apply the induction hy-

pothesis to f1,..., t; and we see that ¢ has only one normal form, which is :

Axy...Axi ()] ... 1, where £ is the (unique) normal form of ;.

If { = (Axu) v is aredex, the first step of leftmost f-reduction in £ gives :

= Ax1.. Axpulvixf ..ty

By the induction hypothesis, ¢** has a unique normal form ¢*.

Consider now any S-reduction of t, which gives a normal form. We show that

it gives t*. Since = Ax; ... Axx(Ax w) vt ... ty, this reduction begins with some

pB-reductions in u, v, f1, .. ., t,, which give :

Axy. AxeAxu)v'e) ... t, withuBu', v v, 4 Bty,..., t. B,

Then, the head redex is reduced, which gives Ax; ... Axg u'[v'/x]t] ... 1.

But f-reduction is a A-compatible relation, and therefore, we have :

T BAXL A U [V X)L 8

This shows that this f-reduction will finally give a normal form of t**, i.e. ¢*.
Q.E.D.

Strong normalization

The next proposition is a generalization of corollary 4.5. It holds for both sys-
tems 2 and 2Q (in the case of system 2(), the condition “ # is typable in the
context I' ” is satisfied anyway, since I' gq £: Q).
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Proposition 4.16. For all terms u, t,1y,..., t,, and any variable x,
if TH(ult/xNty...t,: B, and if t is typable in the context T, then
I'Axuwtty... t,:B.

The proof is by induction on 7 and, for each fixed n, by induction on the length
of B. The case n =0 is precisely corollary 4.5.
If B= By A By, then(ult/x])t; ... t, may be given both type B; and type B, in the
context I' ; by induction hypothesis, the same holds for (Ax w)tt; ... t,, which is
thus typable in the context I', with type B; A B,.
Now we may suppose that B is a prime type and that n = 1.
We have I' - u[t/x]t;...t,: B ; it follows from lemma 4.2(iii) that ¢, is of type C,
and (u[t/x))t;...t,—1 of type C — B’, in the context ', B being a prime factor of
B'.
By induction hypothesis, we have I' - (Ax w)tt;...t,—1 : C — B’. Therefore
(Axu)tt;...t, is of type B’, and hence also of type B, in the context I

Q.E.D.

Theorem 4.17. Every strongly normalizable term is typable in system 9.

Consider a strongly normalizable term 7, and let N(7) be the sum of the lengths
of all possible normalizations of 7 (proposition 3.18 ensures the correctness of
this definition). The proofis by induction on N(7). By proposition 2.2, we have :
T=Ax1...Ax;, (V)1 ... t,, where v is either a variable or a redex.

If v is a variable, then #,,..., t, are strongly normalizable and we have :

N(t) > N(t1),...,N(t,). Thus ty,..., t,, are typable, with types Ay, ..., A, respec-
tively, in system & ; we may suppose that all these typings are in the same con-
text I' (proposition 3.23) and that I" contains a declaration for each of the vari-
ables x1,...,xXm, v, say x1: Uy,..., Xpm : Uy, v: V (with V = U; whenever v = x;).
Let X be a new type variable, V' = V A (Ay,..., A, — X), and I’ the context ob-
tained by replacing in T the declaration of v with: v: V.

ThenwehaveI" g t;: A; (1<i<n),andthusT' g (V... 1,: X;

hence 7 may be given :

either type Uy, ..., Uy, — X (if v # x1,..., Xm)

ortype Uy,...,Ui—1, V', Ujs1,...,Up — X (if v = x;).

Ifv=Axuwt (visaredex), thent =Ax;... Ax,,(Axu)tty... t;;

let 7/ = ult/x]t; ... t,. Clearly, N(t) > N(t') (every normalization of 7’ is strictly
included in a normalization of 1) ; it is also clear that N(7) > N(¢) (since ¢ is
a subterm of 7). Thus, by induction hypothesis, 7/ and ¢ are typable in sys-
tem 2 ; moreover, proposition 3.23 allows us to assume that they are typable
in the same context. It then follows from proposition 4.16 that (Ax w)tt;...t,
is typable, with some type B, in some context I" : even if it means extending it,
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we may assume that I' contains a declaration for each of the variables x, ..., x,,,
say x1: Uy, ..., xp : Uy,. Finally, 7 is seen to be typable, with type U, ...,U,, — B.
Q.E.D.

Corollary 4.18. A term is strongly normalizable if and only if it is typable in
system 9.

Indeed, by the strong normalization theorem 3.20, every term which is typable
in system & is strongly normalizable.

Remarks.

1. Theorem 4.6 does not hold any more if we replace system 2Q with system 2. For
instance, the term t = Ay(Ax y)(y)y is B-equivalent to Ay y, which is of type Y — Y,
where Y is any type variable. Now ¢ may not be given type Y — Y :

Indeed, if kg t: Y — Y, then, by lemma 4.2(ii), we have :

y:YFg Axy)(y)y: Y ; therefore, by lemma 4.2(iii), y: Y 9 (y)y : A for some type
A; hence y: Y kg y: B — C (by lemma 4.2(iii)) ; but this is in contradiction with
lemma 4.2(i).

Nevertheless, t is typable ; for example, it may be given type

YANY—-X)—=YA(Y —-X).

There is an analogue of theorem 4.6 for system &, which uses f1-reduction instead of
B-reduction (see below theorem 4.21).

2. A normalizable term, of which every proper subterm is strongly normalizable, need
not be strongly normalizable. For instance, the term :

t = (Ax(1yz)(x)0)6, where § = Ax xx, is normalizable (it is -equivalent to z), but not
strongly normalizable (¢ reduces to (1y z)(6)9, and (6)6 is not normalizable).

fB1-reduction

A A-term of the form (Ax t)u will be called a I-redex if x is a free variable of .
Reducing a I-redex will be called a step of fI-reduction. A finite sequence of
such steps will be called a SI-reduction. The notation ¢ 81t means that ¢’ is
obtained by BI-reduction from ¢.

We will now prove the following result (Barendregt’s conservation theorem) :

Theorem 4.19. If t' is strongly normalizable and if tBIt', then t is strongly
normalizable.
Lemma 4.20. If I' g ulv/x]: A and if x is free in u, then v is typable, in system

9, in the contextT.

We first observe that the result is trivial if « is a variable : indeed, this variable
must be x. Therefore, from now on, we assume that u is not a variable.
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We prove the lemma by induction on the length of the proof of the typing :
I'kg ulv/x]:Ain system 9. Consider the last rule used in this proof (page 51).
Ifitis rule 1, u[v/x] is a variable, thus ¥ must also be a variable.
Ifitisrule 2, then u[v/x] = Ay wand wehave A= B — Cand T, y:B F w:C. Now,
u is not an application (u[v/x] would also be an application) and we assumed
it is not a variable. Therefore, we have u = Ay u’' and w = u/[v/x].
Thus T, y:B + u'[v/x]:C is the previous step of the proof. Now, the variable x
is free in ¢/, since it is free in u. By the induction hypothesis, we see that v is
typable, in system 2, in the context I, y:B. But y is not free in v and it follows
from proposition 3.14 that v is typable in the context I'.
Ifitis rule 3, then u[v/x] = wyw; and we have :
I'wy:B— A, '+ w;:B. Now, 1 is not an abstraction (#[v/x] would also be an
abstraction) and we assumed it is not a variable. Therefore, we have u = uyu;
and wy = uplv/x], w; = up[v/x]. Thus, some previous steps of the proof are
I'Fuglv/x):B— A, T'F uylv/x):B. But x is free in u = upu;, and therefore, it
is free in uy or in u;. We may thus apply the induction hypothesis, and we see
that v is typable, in system 2, in the context I'.
The case of the rules 4 and 5 is trivial.

Q.E.D.

Theorem 4.21.
Let t and t' be two A-terms such that t It . If Ttg t': A, thenT g t: A.

Remark. Thus, the typings in system 2 are preserved by inverse fI-reduction. This
theorem is close to theorem 4.6, which says that, in system 2, the typings are pre-
served by inverse -reduction.

We may assume that ¢’ is obtained from ¢ by one step of fI-reduction.
The proof is by induction on the length of ¢ and, for each fixed ¢, by induction
on the length of A. It is exactly the same as for theorem 4.6, except for :

« the very first step : of course, the case A =2 is not considered.
« the very last step (iii) (c), which is managed as follows :

c) u=Axw, (so t = (Axw)v) and t' = w[v/x]. Since we have a step of SI-
reduction, the variable x is free in w.
Now, the assumptionis: I' ¢ w[v/x]: A. By lemma 4.20, v is typable in the
context I', in system 2. By corollary 4.5, we also have I' ¢ (Ax w)v: A.

Q.E.D.

We can now prove theorem 4.19 : if ¢’ is strongly normalizable, it is typable in
system & (corollary 4.18). By theorem 4.21, ¢ is also typable in system & ; thus,
by corollary 4.18, t is strongly normalizable.

Q.E.D.
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Two redexes (Ax t)u and (Ax' t')u’ will be called equivalent if :

u=u' and t[u/x] = t'[u'/ x] (they have identical arguments and reducts).

A redex which is equivalent to a I-redex will be called a I'-redex.

For example, (Ax uv)u is always a I'-redex, even when x is not free in u, v. In-
deed, in this case, it is equivalent to the I-redex (Ax xv)u.

We shall write ¢ 81" t' if ¢’ is obtained from ¢ by a sequence of reductions of I'-
redexes.

We can strengthen theorems 4.21 and 4.19 in the following way, with exactly the
same proof :

Theorem 4.22. Lett and t' be two A-terms such that t BI't'. If T ko t': A, then
Thyt: A

Theorem 4.23. If t' is strongly normalizable and if tBI't', then t is strongly
normalizable.

The AI-calculus

The terms of the AI-calculusform a subset Ay of A, which is defined as follows :

o If x is a variable, then x € A;.
o If t,ue Aj,then tue Aj.
e If r€ Ay and x is a variable which appears free in t, then Axt € Aj.

The typical example of a closed A-term which is notin Ajis AxAy x.

If t € Aj, then every subterm of ¢ is in A (trivial proof, by induction on the
length of 7).

Proposition 4.24. Ift,1y,...,t, € Ap, then t[ty/xy,..., T,/ xp] € AJ.

Proof by induction on the length of # : the result is immediate if ¢ is a variable,
orift=uv,withu,ve A;. If t = Axu, then:
tity/ xy,..., thl xpl = Axulty/ x1,..., ty/ x,] (We suppose X # X1,..., Xn).
By hypothesis, there is a free occurrence of x in © and therefore, there is also one
inu[ty/xy,..., ty/ x,]. By induction hypothesis, we have u[t;/x1,..., ty/x,] € Aj.
It follows that Ax u[t;/x1,..., t,/x,] € Aj.

Q.E.D.

Proposition 4.25. A; is closed by $-reduction. More precisely, ift€ A and t St/
then t' € A and t' has the same free variables as t.
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Suppose t € Ay and t By t’ ; we show the result by induction on the length of ¢ ;
observe that ¢ cannot be a variable.

If t = Axu, then t' = Ax u' with u S u'. Since u € A; and x is a free variable of u,
by induction hypothesis, u’ has the same properties. It follows that ' € A; and
t' has the same free variables as ¢.

If r = uv, we have three possibilities for ¢’ :

t' = u'v with u By u’ ; by induction hypothesis, we have u’' € A; and v’ has
the same free variables as u. Hence, t' € A; and ¢’ has the same free variables
as r.

t' = uv' with v B v’ ; same proof.

u=Axw (so that t = Axw)v), and ' = w[v/x] ; we have v,w € A; and
therefore, by proposition 4.24, we have t' € A;. Now, let F,, (resp. F,,) the set of
free variables of v (resp. w) ; thus, we have x € F,,. The set of free variables of ¢
is F, U (Fy, \ {x}). The set of free variables of ¢’ is the same, because v is really a
subterm of ¢’ = w[v/x].

Q.ED.

Theorem 4.26. If t € A is normalizable, then t is strongly normalizable.
We prove first the following lemma on strong normalization :

Lemma 4.27. Letty,...,t,, u, v € A be such that ulv/x|t, ... t, and v are strongly
normalizable. Then (Axu)vt,...t, is strongly normalizable.

By corollary 4.18, we know that u[v/x]t; ... t, and v are typable in system 2. By
proposition 3.23, they are typable in the same context. Then, we apply propo-
sition 4.16, which shows that (Axu)vt; ..., is typable in system 2. Applying
again corollary 4.18, we see that (Ax u)vt; ... t, is strongly normalizable.

We can give a more direct proof, which does not use types. Suppose that there
exists an infinite sequence of f-reductions for the A-term (Ax w) vt ... t,. There
are two possible cases :

e Each f-reduction takes place in one of the terms u, v, t1,..., t,.

Thus, there is an infinite sequence of §-reductions in one of these terms. But it
cannot be v, which is strongly normalizable ; and it can be neither u, nor 1y, ...,
nor f,, because ulv/x]t; ... t, is strongly normalizable.

e The sequence begins with a finite number of f-reductions in the terms
u,v,t,...,t, and then, the head redex is reduced. This gives (Axu)v't]...1;,
withupu',vpv',t Bt,...,t, Bt, and then u'[v'/x]t] ... t,,. Therefore, this term
is not strongly normalizable. But -reduction is a A-compatible relation, and it
follows that u[v/x]t;...t, Bu'[V'/x]t] ... t,,. Therefore, u[v/x]t; ...ty is also not
strongly normalizable, which is a contradiction.

Q.ED.
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Now, we prove theorem 4.26 : by theorem 4.13, we know that ¢ is normalizable
by leftmost reduction. We prove the result by induction on the total length of
this leftmost reduction (i.e. the sum of the lengths of the A-terms which appear
in it).
By proposition 2.2, there are two possibilities for ¢ :

o t=Ax1...Axp () t1... t, where y is a variable.
Then, we have 11,...,1, € A; and their leftmost reductions are stricly shorter
than the one of ¢. By induction hypothesis, they are all strongly normalizable,
and sois ¢.

o [=Ax1..Axy;Axw)vty... ty;
we have to show that (Ax u) vt ... t, is strongly normalizable. By lemma 4.27,
it suffices to show that u[v/x]t ... t, and v are strongly normalizable. Now,
ulv/x|t ... t, is obtained by f-reduction from (Axu) vt ..., € Aj.
Thus, ulv/x]t; ... t, € A; (proposition 4.25).
It is clear that its leftmost reduction is strictly shorter than the one of :
t=Ax1.. AxpyAxwvy... t,.
Thus, by induction hypothesis, we see that u[v/x]t; ... t, is strongly normaliz-
able. But Axu € Ay, because it is a subterm of ¢ ; thus, x is a free variable of u.
It follows that v is a subterm of ul[v/x]t;...t,, and therefore v is also strongly
normalizable.

Q.E.D.

There is a short proof of theorem 4.26, by means of the above results on SI-
reduction : suppose that f € A; is normalizable and let ' be its normal form.
Thus, ¢ is typable in sytem 2 (proposition 3.24). But we have ¢8I t', since the
reduction of ¢ takes place in A;. Therefore, by theorem 4.21, ¢ is typable in
sytem 2 and thus, ¢ is strongly normalizable (theorem 3.20).

Q.E.D.

pBn-reduction

Let X3,..., Xi be distinct type variables, A a type, I a context, and Uj,... U arbi-
trary types. The type (resp. the context) obtained by replacing, in A (resp. in ),
each occurrence of X; by U; (1 <i < k) will be denoted by : A[Uy/X;,..., Up/ Xkl
(resp. I'[U1/ Xq,..., Ui! XiD).

The next two propositions hold for both systems 2 and 2Q.

Proposition 4.28.
IfTFt:A then I'Ui/ Xy,..., Ul Xl F £ AU Xq, ..., U Xg.

Immediate, by induction on the number of rules used to obtain I' - 7 : A.
Q.E.D.
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Proposition 4.29. Suppose tnot' and T+ t': A, and let X,..., Xy be the type
variables which occur either inT orin A.Then :

LU/ Xy,..., Ul Xl =t AlUL T X, ..., Ul Xi] for all types Uy, ..., Uy of the form
V—-Ww.

Recall that 77 t' means that ¢’ is obtained from ¢ by one n-reduction.

The proof of the proposition is by induction on the length of ¢ and, for a given
t, by induction on the length of A.

If A=Q, the result is trivial.

If A= Aj A Ay, then THt': A, T+ t': Ay. By induction hypothesis, we have
TUL Xy, .. Ul Xil Bt AU Xy, ..., Ul Xkl (i = 1,2) ; therefore, by rule 5,
TIUL/Xy,..., Uel Xil F 2 A[UL XY, ..., Uil Xl

So we now may suppose that A is a prime type. The three possible situations
for ¢t are :

i) ¢ is a variable : this is impossible since 7 t'.

ii) t = Ax u ; then we have two possible cases for ¢’ :

a) t' = Axu/, with unou’. Since I' - t' : A (prime type), it follows from
lemma 4.2(ii) that A= B — C, and T, x: B+ u': C. By induction hypothesis :
TU/ Xy,..., Ul X¢l, x : BlU/ X,..., Ul Xl F u s ClUL /I X,,..., Ui/ Xi] for all
types U; of the form V — W. Thus ¢ is of type :

BIUL/Xy,...,Uel X3l — CLUL X4, ..., Uel Xi] = AlULI X, ..., Up! X¢]
in the context I'(U; / X3,..., Ui/ Xi].

b) t = Axt'x, and x does not occur free in t'. By assumption, we have :
'+t : A, Abeing a prime type. According to the definition of prime types, we
have two cases :

If A=B— C,then, x: B+ t'x:C;hencel' - Axt'x: B — C, in other words
I'-t: A; by proposition 4.28, we have :

T'UL/Xy,..., Ul Xl e AlULT X, .., Ul Xi.

If A is a type variable X;, then T + t': X; ; therefore, by proposition 4.28,
we have T[U;/Xy,..., Ui/ Xi] F t': U;. Now, by assumption, U; = V — W.
It then follows that ['[U;/Xy,...,Ux/Xyl, x : V F t'x : W and, consequently,
(U /X3,..., Ul Xkl = Ax t' x: Uj, that is to say
U/ Xy,..., Ul Xl F £ U5
iii) £ = uv ; again, we have two possible cases for ¢ :

a) t' = uv', with vnov' ; since uv’ is of prime type A in the context T, it
follows from lemma 4.2(iii) that v’ is of type B and u of type B — A’ in the con-
text I', A being a prime factor of A’. By induction hypothesis :

LU/ Xy,..., Ul Xkl - v:BlU /Xy, ..., Ukl Xkl
for all types U; of the form V — W.
By proposition 4.28, we have :
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T(U/X1,..., Ul Xi) F w: BIUY/ Xy, ..., Ul X3 — A'lULIX,,..., Ui/ Xi]. Thus
t = uvis of type A'[Uy/Xj,..., Ui/ Xi] in the context
C'[U,/Xy,..., Uil X§l], and hence is also of type A[U,/ Xy, ..., Ui/ X].

b) t = u'v, with ung u’; the proof is the same as in case (a).

Q.E.D.

Theorem 4.30. A A-term is fn-normalizable if and only if it is normalizable.

Necessity : let t be a fn-normalizable term ; we prove that ¢ is normalizable, by
induction on the length of its fn-normalization. Consider the first fn-reduc-
tion done in ¢ : it produces a term t’, which is normalizable (induction hypoth-
esis). If it is a B-reduction, then ¢ B ¢/, thus ¢ is also normalizable. If it is an
n-reduction, then tngt’ ; since t' is normalizable (induction hypothesis), we
have I' Fgq t': A, where both A and T contain no occurrence of the symbol Q
(theorem 4.13). By proposition 4.29, there exist a type A’ and a context I, with
no occurrence of Q, such that I’ ¢q t: A ; it then follows from theorem 4.13
that ¢ is normalizable.

Sufficiency : if ¢ is normalizable, then ¢ § t' for some normal term ¢’ ; consider
a maximal sequence of n-reductions starting with ¢’ (such a sequence needs
to be finite, since the length of terms strictly decreases under n-reduction) : it
produces a term which is still normal (lemma 3.27) and contains no n-redex, in
other words a fn-normal term.

Q.ED.

We can now give an alternative proof of the uniqueness of the fn-normal form :

Theorem 4.31. If t € A is fn-normalizable, then it has only one [fn-normal
form. More precisely, there exists a fn-normal term u such that, if t fnt’ for
somet', then t'pnu.

Remark. This is exactly the Church-Rosser property for ¢.

By theorem 4.30, ¢ is normalizable ; by theorem 4.13(i)(iii), there exist a type A
and a context I', both containing no occurrence of the symbol Q, such that
I'Fgq t: A. Then the result follows immediately from theorem 3.13.

Q.E.D.

Theorem 4.32. A A-term t is solvable if, and only if there exists a head normal
form u such that t pn u.

If ¢ is solvable, then ¢ § u for some head normal form u and, therefore, ¢ 1 u.
Conversely, suppose that ¢ fn u, u being a head normal form. Then, there exists
a sequence fy, fy,..., Iy such that fy = ¢, t, is solvable and, for each i =0,...,n
we have t; B tj+1 or t; g tit1-
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We show that £ is solvable by induction on n. This is trivial if n =0. If n = 1,
then £, is solvable, by induction hypothesis and there are two cases :

i) tp B t1 ; then t = ¢ is solvable.

ii) fono t1 ; since 1 is solvable, by theorem 4.9(i) (iv), it is typable with a non-
trivial type in system 2. By proposition 4.29, ¢ = f; has the same property ; it
is therefore solvable, again by theorem 4.9(i) (iv).

Q.ED.

2. The finite developments theorem

Remark. Until the end of this chapter, we shall only use the Church-Rosser theo-
rem 1.24 and the strong normalization theorem 3.20.

Let t € A ; recall that a redex in ¢ is, by definition, an occurrence, in #, of a
subterm of the form (Ax u)v. In other words, a redex is defined by a subterm of
the form (Ax u) v, together with its position in . So we clearly have the following
inductive definition for the redexes of a term ¢ :

if ¢t is a variable, then there is no redexin ¢ ;

if t = Axu, the redexes in ¢ are those in ©;

if t = uv, the redexes in t are those in u, those in v, and, if u starts with A, ¢
itself.

We add to the A-calculus a new variable, denoted by ¢, and we define A(c) as
the least set of terms satisfying the following rules :

1. If x is a variable # ¢, then x € A(c) ;

2. If xis avariable # ¢, and if t € A(c), then Axt € A(c) ;

3.1ft,ue A(c), then (c)tue A(c) ;

4.1f t,u € A(c), and if ¢ starts with A, then tu € A(c).

Lemma 4.33. Ift,u € A(c), and if x is a variable # c, then u[t/x] € A(c).

The proof is by induction on u. The result is obvious whenever u is a variable

Zc,oru=Ayv,oru=(c)vw. lf u= Ay v)w, then u[t/x] = (Ayvit/x])wlt/x].

By induction hypothesis, v[¢/x], w(t/x] € A(c), and therefore u[¢/x] € A(c).
Q.E.D.

Lemma4.34. Ift€ A(c) and t Bo t', then t' € A(c).

By induction on t. If £ = Ax u, then ¢’ = Ax v/, with u Sy u’ ; then the conclusion
follows from the induction hypothesis.

If t = (c)uv, then t' = (c)u'v or (c)uv’, with u o u’ or v By v'. By induction hy-
pothesis, v/, v' € A(c), and therefore t' € A(c).

If t = (Ax u)v, there are three possibilities for ¢’ :
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t' = (Axu')v, or Axw)v', with uBou’ or vfyv'. By induction hypothesis,
u', v € A(c), and then t' € A(c).

t' = u[v/x] ; then t’' € A(c) by lemma 4.33.

Q.E.D.

We see that A(c) is invariant under B-reduction (if ¢t € A(c) and tft', then
t' € A(c)).

Lemma 4.35. Let t € A(c), and T be any context in which all the variables of t,
except c, are declared. Then there exist two types C, T of system 2 such that T,
c:Chgt:T.

Proof by induction on ¢ : this is obvious when ¢ is a variable # c.
If t = Axu, we can assume that the variable x is not declared in I' (otherwise,
we change the name of this variable in f). By induction hypothesis, we have
I''x:A c:CFu:U,and thereforeI', c:CHAxu: A—U.
If t = (c)uv, with u, v € A(c), then, by induction hypothesis :
[Lc:Cru:U,andT,c:C'+v:V.Hence:
[Lc:CAC'AU,V—->W)F (Quv:W.
If t = (Ax u) v, with u, v € A(c), we may assume that the variable x is not declared
in I' (otherwise, we change the name of this variable in Axu). By induction
hypothesis :
[Lx:A c:Cru:U,andT, c:C'Fv:V ;buthere Ais an arbitrary type, so we
cantake A=V.ThenTI,c:CF Axu:V — U, and therefore :
ILc:CAC'HFHAxwv:U.

Q.E.D.

Corollary 4.36. Every term in A(c) is strongly normalizable.

This is immediate, according to the strong normalization theorem 3.20.
Q.E.D.

We define a mapping from A(c) onto A, denoted by T — |T|, by induction on
T:

if T is avariable # ¢, then |T| =T ;

if T=AxU,with U € A(c), then |T| = Ax|U]| ;

if T=()UV,withU,V e A(c), then |T| = (UD|V|;

ifT=AxU)V,withU,V € A(c), then |T| = (Ax|UD|V|;
Roughly speaking, one obtains | T'| by “ forgetting” cin T.
Let T € A(c) and ¢ = |T| ; there is an obvious way of associating, with each redex
Rin T,aredex r = |R|in t, called the image of R. Distinct redexes in T have dis-
tinct images in ¢ ; this property, like the next ones, is immediate, by induction
onT:



Chapter 4. Normalization and standardization 79

IfT,UeA(c),and |T|=t, |U|=u, then |T[U/x]| = t{u/x].

Let T € A(c), R be aredex in T, T’ the term obtained by contracting R in T,
t =|T|, r =|R|,and ¢’ = |T’| ; then t’ is the term obtained by contracting the
redex r in t.

Lemma 4.37. Lett € A and 2% be a set of redexes of t. Then there exists a unique
term T € A(c) such that t = |T| and £ is the set of all images of the redexes of T.

This term T will be called the representative of (t,2). So we have a one-to-one
correspondence between A(c) and the set of ordered pairs (¢, ) such that t € A
and Z is a set of redexes of .

We define T by induction on ¢. If ¢ is a variable, then #Z = @ ; the only way
of obtaining a term T € A(c) such that |T| is a variable is to use rule 1 in the
inductive definition of A(c) given above. Thus T = t.
If t = Axu, then Z is a set of redexes of u. Only rule 2 can produce a term T
such that |T| starts with A. So T = Ax U, and U needs to be the representative
of (u, ).
Ift =116, let #; (resp. %») be the subset of Z consisting of those redexes which
occur in #; (resp. t»). T is obtained by rule 3 or rule 4, thus either T = (¢) T; T»,
or T = T1 T, T; being the representative of (¢;, %;).
If ¢ itself is not a member of %, then T cannot be obtained by rule 4 ; otherwise
T would be a redex, and its image ¢ would be in Z. Thus T = (¢) T; T».
If ¢ is a member of %, then T needs to be a redex, so T cannot be obtained by
rule 3, and therefore T = T; T».

Q.E.D.

Intuitively, the representative of (¢,2) is obtained by using the variable c to
“ destroy ” those redexes of ¢ which are not in %, and to “ neutralize ” the
applications in such a way that they cannot be transformed in redexes via 3-
reduction.

Let t € A, Z be a set of redexes of t, ry a redex of ¢, and ¢’ the term obtained
by contracting ry in . We define a set ' of redexes of t’ called residues of #
relative torg : let ¥ = Z U {ro}, T be the representative of (¢,.#), Ry the redex of
T of which r is the image, and T’ the term obtained by contracting Ry in T ; so
we have t' = |T'|. Then %' is, by definition, the set of images in ¢’ of the redexes
of T'.

Remark. The set of residues of Z relative to ry does not only depend on ¢ and ¢/, but
also on the redex ry. For example, take t = (Axx)(Axx)x, t' = Axx)x,ro=tand r; = t":
clearly, ¢’ is obtained by contracting either the redex ry or the redex r; in ¢ ; but {rp} has
a residue relative to r;, while it has no residue relative to ry.

Let t € A ; a reduction B starting with ¢ consists, by definition, of a finite se-
quence of terms (ty = 1), t1,..., t, together with a sequence of redexes :
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ro,T1,-..,n—1, such that each r; is aredex of ¢;, and #;, is obtained by contract-
ing the redex r; in the term ¢;(0 < i < n). The term ¢, is called the result of the
reduction B. We shall also say that the reduction B leads from ¢ to ¢,,.

Now let Z be a set of redexes of . We define the set of residues of % in t,, relative
to the reduction B, by induction on 7 : we just gave the definition for the case
n =1;suppose n > 1, and let Z,,_; be the set of residues of Z in t,,_; relative
to B ; then the residues of # in ¢, relative to B are the residues of %,_; in ¢,
relative to ry,_1.

Let t € A and Z be a set of redexes of t. A development of (t, ) is, by defini-
tion, a reduction D starting with ¢ such that its redexes rg, 1, ..., r,—1 satisfy the
following conditions : ry € #, and r; is a residue of Z relative to the reduction
r0,71,...,1i-1(0 < i < n). The development is said to be complete provided that
Z has no residue in t,, relative to the reduction D.

The main purpose of the next theorem is to prove that the lengths of the devel-
opments of a set of redexes are bounded.

Theorem 4.38 (Finite developments theorem). Let t € A, and X% be a set of re-
dexes of t. Then:

i) There exists an integer N such that the length of every development of (t, %) is
<N.

ii) Every development of (t, ) can be extended to a complete development.

iii) All complete developments of (t, Z) have the same result.

Let D be a development of (t,%), (f = 1), t1,...,t, its sequence of terms,
ro,T1,...,n—1 its sequence of redexes, Z#; the set of residues of Z in t; relative
to the B-reduction ry,...,r;—1(1 <i < n),and Zy = Z%.

We have ry € %, each t; (1 <i < n) is obtained by contracting the redex r;_; in
ti_1, and r; € #;. Therefore %; is the set of residues of %;_; relative to r;_;.

Let T € A(c) be the representative of (t,2) and T; € A(c) (0 < i < n) the repre-
sentative of (t;, Z;) (Tp = T). Since r; € ;, r; is theimage of aredex R; in T;. Let
Ui+1 € A(c) (0=i < n-1)bethe term obtained by contracting the redex R; in T;.
Then |U;;1| = t;+1 (the term obtained by contracting the redex r; in ;). The set
of all images of the redexes of Uj. is therefore the set of residues of %; in ¢;1;
relative to r; (by definition of this set of residues), that is to say #;;,. Conse-
quently, U;,; is the representative of (#;11,%;+1), and therefore U;1 = Ti4+1. So
we have proved that the sequence of terms (Ty = T), Ty, ..., T, and the sequence
of redexes Ry, Ry,...,R;—1 form a reduction B(D) of T.

Clearly, the mapping D — B(D) is a one-to-one correspondence between the
developments of (t, ) and the reductions of its representative 7. In particular,
the length of any development of (¢, %) is that of some reduction of T. Thus it
is < N, where N is the maximum of the lengths of the reductions of T (T € A(c)
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is strongly normalizable). Moreover, every reduction of T can be extended to a
reduction which reaches the normal form of T. Because of the correspondence
defined above, this implies that every development of (¢, %) can be extended to
a development in which the last term contains no residue of %, in other words
to a complete development.

Finally,if (o = 1), 11,...1, is acomplete development of (¢,%), and if the corre-
sponding reduction of T is (Tp = T), 11, ..., Ty, then T}, is the normal form of T ;
therefore, ¢, =|T,| does not depend on the development.

Q.ED.

3. The standardization theorem

Let t be a A-term. Any redex of ¢ which is not the head redex will be called an
internal redex of t. An internal reduction (resp. head reduction) is, by defini-
tion, a sequence fi,..., f, of A-terms such that f;;; is obtained by contracting
an internal redex (resp. the head redex) of ;.

A standard reduction consists of a head reduction followed by an internal one.

Theorem 4.39 (Standardization theorem). If t 81, then there is a standard re-
duction leading from t to t'.

Let t be a A-term, Z a set of redexes of ¢, and Ng the sum of the lengths of
all complete developments of (¢, %). Consider the result u of any complete de-

velopment of (¢, %) ; we shall write ¢ 2. w. The finite developments theorem
ensures that Ng and u are uniquely determined (if Z = @, then Nz = 0 and
U=t).

We shall say that the set Z is internal if all the members of % are internal re-
dexes of ¢.

Lemma 4.40. Let r be an internal redex of t, and t' the term obtained by con-
tracting r. If t' has a head redex, then this is the only residue, relative to r, of the
head redex of t.

The term t cannot be a head normal form, otherwise ¢’ would also be one. So
wehave t = Ax;... Ax,(Ayu) vty ... t,. The result of the contraction of the redex
ristheterm: t' = Axy...Axp(Ayu')v't] ... t;, and the head redex of ¢’ can be
seen to be the only residue (relative to r) of the head redex of t.

Q.E.D.

Corollary 4.41. Let % be an internal set of redexes of t. Then every development
of (t, ) is an internal reduction of t ; if t' is the result of a development of (t, R®),
then the head redex of t' (if there is one) is the only residue of the head redex of t.
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By lemma 4.40, every residue of an internal redex of ¢ relative to an internal
redex of ¢ is an internal redex ; this proves the first part of the corollary. For the
second one, it is enough to apply repeatedly the same lemma.

Q.E.D.

We shall call head reduced image of a term ¢ any term obtained from ¢ by head
reduction.

Theorem 4.42. Consider a sequence 1y, t1,..., t, of A-terms, and, for each i, a set

R0 . R R .
R; of redexes of t;, such that: tg —> t; —> tp -+ t,_1 — t,. Then there exist

a sequence uop, Uy, ..., Up of terms, and, for each i, a set .#; of internal redexes of

S A Fn-1 . .
ui, such that: ug — uy — Uy -+ Up—1 — Uy, Ug is a head reduced image of ty,

and u, = t,,.

The proofis by induction on the n-tuple (Ng,_,,..., Ng,), with the lexicograph-
ical order on the n-tuples of integers. The result is obvious if all the 2;’s are
internal. Otherwise, consider the least integer k such that #; has a head redex,
which is in Zy.

If k =0, then ty has a head redex p, which is in %. Let t(') be the term obtained
by contracting the redex p, and %, the set of residues of 2 relative to p. We

!

R % o
have ) — 1, and therefore 7, — 1. Moreover, itis clear that Ngg < Na,. Thus
we obtain the expected conclusion by applying the induction hypothesis to the

) @(’) R Rn-1
sequence: fy— f — lp ++* [p-1 — Ip.

Now suppose k > 0, and let py be the head redex of i, t,’C the term obtained by
contracting that redex, and %;C the set of residues of % relative to py. Since

!

Ry / %k /
Pk € Rk, and t — 141, we clearly have Ngg;c <Ng,and , — 1.

On the other hand, 2 is an internal set of redexes of f_;, so by the previous
corollary there is an internal reduction which leads from #;_; to t;. Thus #;_;
has a head redex, which we denote by p;—. Now let %), = Zy-1U{pk-1} ; the
result of a complete development of #;_; relative to %), can be obtained by
taking the result f; of a complete development of f#;_; relative to Zj_;, then
the result of a complete development of #; relative to the set of residues of pjy_;
relative to Z_;. But there is only one such residue, namely the head redex of
tr.. So the result is t,’c, and therefore we have :

R k-1 k Rp-1
t0—> f - tk—l —_— []I€—> tk+l ‘e tn—l -y l’n.

! !
This yields the conclusion, since the induction hypothesis applies ; indeed, we
have:
(N%n—l"'"N%kﬂ’N@',C’NQ',C_I""’NQO)

<(Ng,_1s---»Nag,,» Nz, Ng,_y»---» Nagg),
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since Ng,;;c < Ng,.

Q.ED.
Now we are able to complete the proof of the standardization theorem : con-
sider a reduction (fp = 1), 1, ..., ty—1, (f, = t') which leads from ¢ to ¢’. One ob-

tains t;4+; from ¢; by contracting a redex r; of t;, that is by a complete devel-

opment of the set Z; = {r;}. Thus, by theorem 4.42, there exists a sequence

S # S ) .
Uy —> Uy — Up -+~ Up_1 —= u, such that uy is a head reduced image of t,

u, = t, and .% is an internal set of redexes of u;. Hence there is an internal re-
duction which leads from u to t,, and therefore, there is a standard reduction
which leads from tj to t,,.

Q.E.D.

As a consequence, we obtain an alternative proof of part of theorem 4.9 :

Corollary 4.43. A A-term is 3-equivalent to a head normal form if and only if its
head reduction is finite.

If t is f-equivalent to a head normal form, then, by the Church-Rosser theorem,
we have ¢ f u, where u is a head normal form. By the standardization theorem,
there exists a head reduced image of t, say ¢/, such that some internal reduction
leads from ¢’ to u. If ¢’ has a head redex, then also u has a head redex (an
internal reduction does not destroy the head redex) : this is a contradiction.
Thus the head reduction of ¢ ends with .

The converse is obvious.

Q.E.D.

Corollary 4.44. If t =5 Ax u, then there exists a head reduced image of t of the
form Axv.

Indeed, by the Church-Rosser theorem, we have S Ax u'. By the standardiza-
tion theorem, there exists a head reduced image t' of ¢, such that some internal
reduction leads from ¢’ to Axu’. Now an internal reduction cannot introduce
an occurrence of A in a head position. Therefore ¢’ starts with A.

Q.ED.

A term ¢ is said to be of order 0 if no term starting with A is f-equivalent to .
Therefore, corollary 4.44 can be restated this way : a term ¢ is of order 0 if and
only if no head reduced image of ¢ starts with A.

Remark.

The standardization theorem is very easy to prove with the hypothesis that the head re-
duction of t is finite or, more generally, that there exists an upper bound for the lengths
of those head reductions of ¢t which lead to a term which can be reduced to .

Indeed, in such a case, it is enough to consider, among all the reductions which lead
from ¢ to ¢/, any of those starting with a head reduction of maximal length, let us say
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(tp = 1), t1,..., tx. The proof of the theorem will be completed if we show that all the
reductions which lead from ¢ to ¢’ are internal.

This is obvious if #; is a head normal form.

Now suppose that f = Ax;...Ax,(Axuw)vvy...v, and consider a reduction, lead-
ing from f; to ¢/, which is not internal ; it cannot start with a head reduction (oth-
erwise we would have a reduction, leading from ¢ to ¢/, starting with a head reduc-
tion of length > k). Consequently, it starts with an internal reduction, which leads
from t; = Axy.. . Axp(Axw)vvy...v, to Axy .. Axp(Axu)v'vy .. v, (with upu’, vBV/,
v; Bv}). This internal reduction is followed by at least one step of head reduction, which
leads to Ax;...Axy u'[v'/x]v] ... v),. Now this term can be obtained from f; by the fol-
lowing path : first one step of head reduction, which gives Ax;...Ax, ulv/xlvy... v, ;
then a f-reduction applied to u, v, vy, ..., v, whichleads to Ax; ... Axpy, u'[V'/ x] v} ... vy,
Since Ax; ... Axp u'[v'/x]v]...v), B t', what we have obtained is a reduction which leads
from t; to t' and starts with a head reduction : this is impossible.

Q.E.D.

The standardization theorem is usually stated in a (slightly) stronger form.
First, we define the rank of a redex p in a A-term ¢, by induction on the length
of t.

If t = Axu, then p is aredex of u ; the rank of p in ¢ is the same as in u.

If t = (w)v then either p = ¢, or p isaredex of u, or p is aredexof v ;

if p=t, then therankof pin ris0;

if p isin u, then its rank in ¢ is the same as in u ;

if p isin v, then its rank in ¢ is its rank in v plus the number of redexes in u.
Remark. The rank describes the order of redexes in ¢, from left to right (the position of
aredex is given by the position of its leading 1).

Consider a reduction f, ..., fx and let n; be the rank, in ;, of the redex p; which
is reduced at this step. The reduction will be called strongly standard if we have
Np=n;<...<Nj_-1.

Remark. A strongly standard reduction is clearly a standard one. Indeed, if there is a
head redex, then its rank is 0.

Theorem 4.45 (Standardization theorem, 2nd form). If t Bt', then there is a
strongly standard reduction leading from t to t'.

The proof is by induction on the length of #'. By theorem 4.39, we consider a
standard reduction from ¢ to ¢. This standard reduction begins with a head
reduction from ¢ to u, which is followed by an internal reduction from u to ¢'.
By proposition 2.2, we have u = Ax;...Axr(p)u; ... u, where p is a redex or a
variable ; therefore, we have :

t'=Ax1... Axk(p"ui ... uy, with p o', uy Busl, ..., u, Bu,.

Then, there are two possibilities :
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i) If p = (Ax v) w is aredex, then p’ = (Ax v')w’ (because the reduction from u to
t' is internal) and we have v B v/, w B w'.

By induction hypothesis, there are strongly standard reductions leading from v
to v, wto w', uy to uy, ..., u, to u,. By putting these reductions in sequence,
we get a strongly standard reduction from u to ¢’ ; and therefore, also a strongly
standard reduction from ¢ to t'.

ii) If p is a variable, then p = p’ and we have u; fu},..., u, Bu;. The end of the
proof is the same as in case (i).
Q.ED.

References for chapter 4

[Bar83], [Bar84], [Cop78], [Hin86], [Mit79], [Pot80].

(The references are in the bibliography at the end of the book).

The proof given above of the finite developments theorem was communicated
to me by M. Parigot.
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Chapter 5

The Bohm theorem

Leta, =A1z;...12,Az(2)z; ...z, for every n = 0 (in particular, ag = Az z2) ; @, is
the “ applicator ” of order n (it applies an n-ary function to its arguments).
Propositions 5.1 and 5.8 show that, in some weak sense, applicators behaves
like variables with respect to normal terms.

Proposition 5.1.
Let t be a normal A-term and x1,..., Xy variables ; then tla,, /x1,...,&p, [ Xk] is
normalizable provided that n,, ..., ni €N are large enough.

The proof is by induction on the length of ¢. If ¢ is a variable, then the result is
clear, since a,, is normal.
If t = Ay u, then tla,, /x1,...,an/X] = Ay ulap /x1,...,a,,/xi] ; by induc-
tion hypothesis, ulay, /x1,...,a,,/xi] is normalizable provided that n,..., ny
are large enough, thus so is t[a,, /x1,..., @,/ Xk].
Now we can assume that ¢ does not start with A. Since ¢ is normal, by proposi-
tion 2.2, we have t = (y)f; ... fy, where y is a variable. Now ¢; is shorter than ¢, so
tilan, /x1,...,an,/ xi] is normalizable provided that n;,..., ny are large enough.
Let u; be its normal form.
If y ¢ {x1,...x¢}, then tlay, /x1,...,&n/Xk] =p (Y)Ur...up, which is a normal
form.
If ye{xi,...xx}, say y = x1, then:
tlan /x1,...,an/XK] =g (@p)ur... up

=g (AX1 ... AXp AX(X) X1 ... Xp Uy .. Up 5
if ny = p, this term becomes, after -conversion :

AXpi1o AX AX () UL UpXpi1 ... Xy
which is in normal form.
Q.ED.

Remark. In proposition 5.1, the condition “ provided that ny, ..., ny are large enough ”
isindispensable : if 6 = Ay(y)y and t = (x)d9, then t[ay/ x] is not normalizable.

87
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The main result in this chapter is the following theorem, due to C. B6hm :

Theorem 5.2. Let t,t' be two closed normal A-terms, which are not fn-equi-
valent ; then there exist closed A-terms t1,..., t; such that :
(Ot...txr =50, and (t) ...t =p 1.

Recall that, by definition, 0 = AxAyyand 1 = AxAy x.

Corollary 5.3. Let t,t' be two closed normal A-terms, which are not fn-equi-
valent, and v,v' two arbitrary A-terms. Then there exist A-terms t,..., t; such
that (Ot ...ty =g v and ()t ...ty =g V'.

Indeed, by theorem 5.2, we have (£)#; ... tx =5 0 and (...t =p1;

thus (O ...(xrv'v=gvand (... (xv'v=p V.

Q.ED.

The following corollary shows that the fn-equivalence is maximal, among the
A-compatible equivalence relations on A which contain the f-equivalence.

Corollary 5.4. Let =~ be an equivalence relation on A, containing =g, such that :
t=t'=> u={"Y\uandAxt = Axt', for every term t,t',u and every variable x.
If there exist two normalizable non fn-equivalent terms ty, t, such that ty = t;,
then v = v' for all terms v, v'.

Indeed, let xy,..., xx be the free variables of #, fy, let t = Ax;...Axgfy and ¢’ =
Axy...Axit). Then t = ¢’ and ¢ is not fn-equivalent to ¢'. Thus, by corollary 5.3,
we have (0)t;...tr =g vand (¢)1;...tx =g V' ; therefore v = v/,

Q.E.D.

We will call Bohm transformation any function from A into A, obtained by com-
posing “ elementary ” functions of the form : ¢ — (£)ug or t — t[ug/x] (Where
up and x are given term and variable).

The function ¢ — (#)uo, from A to A, will be denoted by B, .
The function ¢ — f[ug/x] will be denoted by By, x.

Note that every Bohm transformation F is compatible with both - and fn-
equivalence : t =4 t' = F(t) =g F(¢') and t =g, ' = F(t) =g, F(1").

Lemma 5.5. For every Bohm transformation F, there exist terms ty,..., tx such
that F(t) = (t)t; ... ty for every closed term t.

The proof is immediate, by induction on the number of elementary functions
of which F is the composite. Indeed, if F(¢) is in the indicated form, then so are
(F(1)up and (F(£)[uo/x] : the former is (£)¢;... txuo, and the latter (£)¢... t,’C
where tl'. = t;[up/ x], since t is closed.

Q.E.D.
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Theorem 5.6. Let x1, ..., xy be distinct variables and t, t' be two normal non-fn-
equivalent terms. Then, for all distinct integers n, ..., ny, provided that they are
large enough, there exists a Bohm transformation F such that :

F(tlan, /x1,...,an/xk]) = 0 and F(t'[ay, | X1,..., &p, / xi]) =5 1.

Theorem 5.2 is an immediate consequence of theorem 5.6 : indeed, if ¢ is a
closed term, and F a Bohm transformation, then, by lemma 5.5, we have F(1) =
(Oty...ty, where f,..., t;, depend only on F. By applying theorem 5.6, we there-
fore obtain (£)1;...t, = 0, and (...t =g 1. We may suppose that t1,..., f,
are closed terms (in case they have free variables x;, ..., x,, simply replace ¢; by
tilai/x1,...,ap!/ xpl, where ay, ..., ap are fixed closed terms, for instance 0).

We also deduce :

Corollary 5.7. Let = be an equivalence relation on A, containing =g, such that
t=t'=> (Hu=(t"Yu and tlul/x] = t'[ul x] for every term t,t',u and every vari-
able x. If there exist two normalizable non-fn-equivalent terms ty, t; such that
to = t), thent =t forall termst,t'.

By theorem 5.6 (where we take k = 0), there exists a Bohm transformation F
such that F(#) =g 0, and F( t(’)) =g 1. Thus it follows from the assumptions about
relation = that #y = t; = F(t) = F(t}). Therefore 0 = 1, and hence (0)¢'t = (1) ¢'t,
thatis ¢~ ¢'.

Q.ED.

Proposition 5.8. Let x1,..., x; be distinct variables and t, t' be two normal non-
pn-equivalent terms. Then, for all distinct integers n, ..., ny, provided that they
are large enough, the terms :

tlan, /x1,...,an/x] and t'[ap /x1,...,an, /X)) are not pn-equivalent.

Immediate from theorem 5.6.
Q.E.D.

Corollary 5.9. Lett,t' be two normalizable terms :
D) if tla,/ x] =y t'[ay/ X] for infinitely many integers n, then t =g, t' ;
i) if (Day, =p, (t)ay for infinitely many integers n, then t =g, t'.

Proof of (i) : it is the particular case k = 1 of proposition 5.8.

Proof of (ii) : let x be a variable with no occurrence in t,t" ; by applying (i) to
the terms (#)x and () x, we obtain : (£)x =g, (¢')x, thus Ax(¢)x =g, Ax(¢)x, and
therefore t =g, t'.

Q.ED.

The following result will be used to prove theorem 5.6 :
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Lemma 5.10. Let t,u be two A-terms. If one of the following conditions hold,
then there exists a Bohm transformation F such that :

F(t) =0 and F(u) =g 1.
t= (x)tl...tp, u=(yuy...uq, wherex#yorp#q;
i) t=Ax1 .. . AXpAx(X)f .. by, U= AXy .. . AXpAX(X) Uy ... Ug
wherem#norp#q.

Proof of (i).

Casel: x# y;letog=Az1...A12,0,01 = Az1...Az41. By f-reduction, we obtain
immediately By xBy,,y(f) =g 0 and By xBs,,,(u) =g 1. Thus By xBy,,y is the
desired Bohm transformation.

Case2:x=yand p # g, say p < q ; then we have :

By, x(1) = (@p)t]... t;, and By, x(u) = (aq)u’l...u’q (where 7’ = 7[a,/x] for every
term 7). By B-reduction, we obtain :

By x(8) =p Azpyi1... AzgAz (D)1 ... t;)Zp+1 ...zg and

Bg,x (1) =p Az(z)ui...u;.

Then the result follows from case 1 of part (ii), treated below.

Proof of (ii).

Case 1: m # n, say m < n ; take distinct variables z,..., z,, z not occurring in
t,u.Let B=B;B;,...B; . Then, by f-reduction, we have :

B(t) =g (zms+1)1; ... t;,zm+2...znz, and B(u) =g (z)u’l’...u’é (where 7’ is the term
Tlz1/%1,. ., Zm! Xm» Zm+1/x], and 7”7 is the term ©([z1/ X1, ..., 2,/ Xn, 2/ X]).

Since z;,+1 # z, the result follows from case 1 of part (i) above.

Case2: m=nand p# q;let B=ByBy, ...By,. We have :

B(t) =(x)ty...tp and B(u) = (X)uy ... ug.

Since p # g, the result follows from case 2 of (i).

Q.ED.

The length Ig(t) of a term ¢ is inductively defined as follows (actually, it is the
length of the expression obtained from ¢ by erasing all the parentheses) :

if ¢ is a variable, then Ig(#) =1;

lg((u)=1gt)+1g(u);lgAxt)=1g(t) +2.
We now prove theorem 5.6 by induction on Ig(r) + Ig(t').

Take a variable y # x1,..., X;, with no occurrence in ¢, ¢, and let w, w’ be the
terms obtained from (#)y, (¢)y by normalization. If w = Bn w', then \y w = fn
Ayw', thus Ay(t)y =g, Ay(t)y and hence t =g, t', which contradicts the hy-
pothesis. Thus w and w' are not fn-equivalent.

If both ¢, ¢’ start with A, say t = Axu, t' = Ax'u/, then :
w=uly/x],w=u'ly/x'1and Ig(w)+1gw')=1g(t)+1g(t') 4.

If ¢ starts with A, say ¢ = Ax u, while t' does not, then either t' = (v")u’ or ¢’ isa
variable. Thus, w = u[y/x], w' = () yand Ig(w) + Ig(w') = 1g(t) + Ig(t') - 1.
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Therefore, in both cases, we can apply the induction hypothesis to w, w'.

Thus, given large enough distinct integers n;, ..., ng, there exists a Bohm trans-
formation F such that :

Fwlan /X1,..., 0/ xk])) =0 and F(w'[ay, / x1,...,Qp [ Xk]) =p 1.
Now we have :

wlan, /x1,...,n Xl =p (tlan, /x1,..., &n, [ x]) y and

wlan 1x1,..., Qp /XK =g (E [@p [ X1, ..., Q] XED Y.
It follows that Bhm transformation FB, have the required properties :
FBy(tlan,/xy,...,an,/x;]) =50 and FBy(t’[anI/xl,...,ank/xk])) =g 1.
Now we may suppose that none of ¢, ¢’ start with A (note that this happens at
the first step of the induction, since we then have Ig(f) = lg(t') =1, so t and ¢’
are variables).
Since £, ¢' are normal, we have ¢ = (X)1...fp and ¢' = (y)1; ... t;, where x, y are
variables, and ti,..., tp, fj,..., ti, are normal terms.

We now fix distinct integers ny,..., ny and distinct variables xi, ..., x;. We will
use the notation 7[] as an abbreviation for t[ay,,/xi,...,a,, /xi], for every A-
term 7.

Now, there are the following three possibilities :

1. Suppose that x, y ¢ {x1,..., x}. Then we have :
tl=@nul...epl and 711 = 5 0... 100
If x # y or p # g, then, by lemma 5.10(i), there exists a Bohm transformation F

such that F([]) =5 0 and F(#'[]) =4 1 : this is the expected result.
In case x = y and p = g, take any integer n > n,..., ng, p. Then:

Ba, x(tl) = (@)t (... (]l and B, »(t'[1) = (@) ... l‘;g [
(the notation 7[[]] stands for t[ay, /x1,..., @y, / Xk, @n/ X], for every term 7).
Since a, = Az;...1z,A2(2)z; ...z, we therefore obtain, by §-reduction :
Ba, x () =g Azp+1...AzpAz(2) 1] ... tpllllZp+1 ... 2, and
B, x(t'() =p Azps1... AznAz(@) 1 [... 15[ 2p+1 ... Zn-
Note that the terms ¢;[[]] and tlf [[] contain none of the variables z, z1,..., z;.
We have :
B:Bz, .- Bz, Ba,x(tl) =p (D) t1[[ll... tp 1 2p+1 ... 2n and
Bszy, cee sz+1Ban,x(t, 1) =8 (2) t{ (... t;g (1 Zp+1---Zn-
Now, by hypothesis, ¢ = (x)1;...1, and ¢’ = (x)t; ... 1), and ¢ and ¢’ are not fn-
equivalent. Thus, for some i(1 < i < p), t; and ¢, are not fn-equivalent.
Letm; = Axy...Ax, x; and B = B;B;,...B;, ,,Bg, x- Since the variable z occurs
neither in #; [[]l nor in #[[]], we have :
By, :B(t[]) =g t;[[ll ; By, :B(t'[]) =g L[l
Now Ig(t;)+1g(t)) < Ig(t)+1g(t"). Thus, by induction hypothesis, provided that
ni,..., Nk, n are large enough distinct integers, there exists a Béhm transforma-

Zp+1
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tion, say F, such that F(¢;[[]]) = 0 and F(tl’. () =g 1. Therefore, FBy, ;B(t[]) =p
0 and FB,,I.,ZB(t’[]) ~g 1, which is the expected result.

2. Now suppose that x € {x1,..., xi}, forinstance x = x;, while y ¢ {x1,..., x¢}.
Then we have t[] = (ap)t1ll... fp[1 and ¢'[1 = ()11 [1... 15 (1. For every n; = p, we
have, by B-reduction :

tl=pAzps1...Azn Az(2) 0l]... tpllzp+1... 2n, -

Therefore, if welet B=B;B;, ...B;,,,, we have:

B(tl) =g (2)1ll... tpllzps1 ... 2, and

B(')=myll... t,anp.;_l...anz.

Since y and z are distinct variables, lemma 5.10(i) provides a Bohm transfor-
mation F such that FB(#[]) =4 0 and FB(t'[]) ~g 1, which is the expected result.

3. Finally, suppose that x, y € {x1,..., x¢}.

If x # y, say, for instance, x = x;, y = x», then:

tl=(ax)trll...tplland £'[] = (an,) ... l‘;,[]-

For all n; = p and ny, = g, we have, by f-reduction :

tll=pAzps1... Az Az(2)011]... tpll2p+1... 20, and

'l =g Azgs1...Azn,Az(2) L[] ... té’[]Zq+1...Zn2.
Since n; # ny (by hypothesis), the result follows from lemma 5.10(ii).
If x = y, say, for instance, x = y = x1, then :

tl=(ap)trll...tplland £'[] = (ay) 0. .. l‘é,[]-
For every n; = p, g, we have, by -reduction :

tl=pAzps1... Az Az(2) 01 1]... 1yl 2p+1 ... 20, and

'l =pAzgs1...Azn Az(2) 1] ... t,qqu_Fl...an.

If p # g, then the results follows from lemma 5.10(i) (n; — p # n; — q).
If p=gq, then:

tl=pAzps1... Az Az(2) 011]... tpll2p+1... 20, and

!l =pAzps1...Azn Az(2) 111 ... t;,[]sz e Zpy
Now, by hypothesis, t = (x)1; ...ty and ¢’ = (x)¢; ... ), and ¢ and ¢’ are not fn-
equivalent. Thus, for some i(1 < i < p), t; and ¢, are not fn-equivalent.

Let m; = Ax;1...Axp, x; and B = B:Bz, ...Bz,,,- Since the variables z,z; occur
neither in #;(] nor in £[], we have :

By, :B(tl]) =p til]; By, :B(t'[]) =g £;[l.
Now [g(t;)+1g(t) < Ig(t)+1g(t'). Thus, by induction hypothesis, provided that
ni,..., ny are large enough distinct integers, there exists a Bohm transforma-
tion, say F, such that F(;[]) =5 0 and F(tl{[]) =g 1. Therefore, FBy, ;B(t[]) =50
and FBy, ;B(¢'[]) = 1.
This completes the proof.

Q.E.D.
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References for chapter 5

[Bar84], [Boh68].
(The references are in the bibliography at the end of the book).

93



94

Lambda-calculus, types and models



Chapter 6

Combinatory logic

1. Combinatory algebras

In this chapter, we shall deal with theories in the first order predicate calculus
with equality and we assume that the reader has some familiarity with elemen-
tary model theory. We consider a language % consisting of one binary func-
tion symbol Ap (for “ application”). Giventerms f, ¢, u, v, ..., the term Ap(f, t)
will be written (f) ¢ or ft; the terms ((f)f)u, ((f)H)u)v, ... will be respectively
written (f)tu, (f)tuv, ... oreven ftu, ftuv,...

A model for this language (that is a non-empty set A, equipped with a binary
function) is called an applicative structure.

Let £ be the language obtained by adding to £, two constant symbols K, S.
We shall use the following notations :

t = u will mean that ¢ and u are identical terms of £ ;

A = F will mean that the closed formula F is satisfied in the model .# (of &) ;
</ + F will mean that F is a consequence of the set o/ of formulas, in other
words, that every model of </ satisfies F.

Given terms ¢, u of £, and a variable x, t[u/x] denotes the term obtained from
t by replacing every occurrence of x with u.

Consider the following axioms :

(Co) Kxy=x;(Sxyz=((x)2)(y)z.

Actually, we consider the closure of these formulas, namely, the axioms :
VxVY{(K)xy =x}; VxVyVz{(S)xyz = ((x)2)(y)z}.

The term (S)KK is denoted by I. Thus Cy - (1) x = x.

A model of this system of axioms is called a combinatory algebra. The combi-
natory algebra consisting of one single element is said to be trivial.

For every term ¢ of £, and every variable x, we now define a term of Z, denoted
by Ax ¢, by induction on the length of ¢ :
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e if x doesnotoccurin ¢, then Axt= (K)¢t;
e Axx=(SKK=1;
o if t=(u)vand x occursin ¢, then Axt= () Axuw)Axv.

Proposition 6.1. For every term t of £, the term Ax t does not contain the vari-
able x, and we have Co - Vx{(Ax t)x = t}.

It follows that Cy F (Ax ) u = t[u/ x], for all terms ¢, u of £.

It is obvious that x does not occur in Ax t. The second part of the statement is

proved by induction on the length of 7 :

If x does not occurin ¢, then Axt)x = (K)tx,and Cy - (K)tx = t.

Ift=x,then Axt)x=()x,and Cy - (I)x = x.

If t = (u)v and x occurs in ¢, then (Axf)x = ((S)Axuw)Axv)x. By the second

axiom of Cy, we have Cy - (Axf)x = (Axu)x)(Axv)x. Now, by induction hy-

pothesis : Cy - (Ax u)x = u and (Ax v)x = v. Therefore, Cy - (Ax t)x = (W)v =t.
Q.E.D.

It follows immediately that :
Cot (Ax1... Ax ) X1 ... X1 = t for all variables x;,..., X.

Proposition 6.2. All non-trivial combinatory algebras are infinite.

Let A be a finite combinatory algebra, and 7 its cardinality. For 0 < i < n, let
a; € A be the interpretation in A of the term AxpAx;...Ax, x;. Then there exist
two distinct integers i, j < n such that a; = a;. Suppose, for example, that i =0
and j = 1. We therefore have :
dobobl bn = dlbobl bn, for all bo,bl,...,bn € A.
Thus by = b; for all by, b; € A, which means that A is trivial.

Q.E.D.

An applicative structure A is said to be combinatorially complete if, for every
term ¢ of £y, with variables among xi, ..., xr, and parameters in A, there exists
an element f € Asuch that A= (f)x;...x; = ¢, thatis to say:
(Nay...ar=tlay/xy,...,axl xi] for all ay, ..., ar € A).

This property is therefore expressed by the following axiom scheme :

(CO) AfVx.. . Vxd()x1...xp =1}
where t is an arbitrary term of £, and n = 0.

Proposition 6.3. An applicative structure A is combinatorially complete if and
only if A can be given a structure of combinatory algebra.

In other words, A is combinatorially complete if and only if the constant sym-
bols K and S may be interpreted in A in such a way as to satisfy C.
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Indeed, if A is a combinatory algebra, and ¢ is any term with variables among
X1,...,Xp, then it suffices to take f = Ax;...Ax,t.
Conversely, if A is combinatorially complete, then there exist k, s € A satisfying
Cop : it is enough to apply CC, first with n = 2 and ¢ = x;, then with n = 3 and
t = ((x1) x3) (x2) X3.
Q.ED.

The axiom scheme CC is thus equivalent to the conjunction of two particular
cases :
(ceh VYV y{(k)xy = x}; AsVxVyVz{(s)xyz = ((x)2)(y) 2}
Let E denote the term AxAy(x)y. By proposition 6.1, we therefore have :

Cot (BE)xy=(x)y.
By definition of A, we have Ay(x)y = ((S)(K)x)I, and hence :

E=Ax((S)(K)x)I.
Thus, by proposition 6.1 : Cy - (E)x = ((S) (K)x) 1.
Let t be a term containing no occurrence of the variable x. Then, by definition
of L: Ax()x=((S)Ax ) I = ((S)(K)t)I. We have thus proved :

Proposition 6.4. Let t be a term and x a variable not occurring in t ; then :
CoFAx(Dx=(E)t=((S)K)NI.

We now consider the axioms :
(&) K=AxAy(K)xy;S=AxAyAz(S)xyz.
According to proposition 6.1, the following formulas are consequences of the
axioms Cy+ Cj :
(K)x=Ay(K)xy; (Sxy=Az(S)xyz;
thus, by proposition 6.4, so are the formulas :
() (B)(K)x = (K)x; (E)(S)xy = (S)xy.

Proposition 6.5. The following formulas are consequences of Cy + C? :
DAxt=(E)Axt=Ax(Axt)x for every term t of £ ;
i) (EYE=E;(E)(E)x=(E)x.

i) The second identity follows from proposition 6.4, since x does not occur in
Axt. On the other hand, by definition of Ax ¢, we have either Axt = (K)¢, or
Axt = (KK, or Axt = (S)uv for suitable terms u, v. It follows immediately
that C) - (E)Axt=Axt.
ii) We have E = AxAy(x)y, and hence Cy + C? F (E)E = E, by (i). Now, by propo-
sition 6.4, Cy - (E)x = Ay(x)y, and therefore, by (i) again :
Co+CY+ (E)(E)x = (E)x.

Q.ED.
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2. Extensionality axioms

The following axiom scheme :
(WEXT) Vx(t=u)— Axt=Axu
(where ¢, u are arbitrary terms of £, allowed to contain variables) is called the

weak extensionality scheme.
As a consequence of this axiom, we obtain (by induction on n) :

Vxi..Vxpit=ul - Ax;... Axyt = Ax;... Ax,u.
The weak extensionality axiom is the following formula :
(Wext) VyvVziVx[(y)x = (2)x] — (B)y = (E)z}.

Proposition 6.6. WEXT and Wext are equivalent modulo Cy + C?.

Indeed, let A be a model of Cy + C(l)+ WEXT, and b, c € A such that:
(b)x = (c)x for every x € A. Applying WEXT with ¢ = (b)x and u = (¢)x, we
obtain Ax(b)x = Ax(c)x. Now both Ax(b)x = (E)b and Ax(c)x = (E)c hold in A,
since A |= Cy (proposition 6.4). Thus (E)b = (E)c.
Conversely, let A be a model of Cy + C?+ Wext, and ¢, u two terms with parame-
ters in A, where x is the only variable ; assume that A |= Vx(t = u). Since A |= Cy,
we have A= (Axt)x =t, (Ax u)x = u (proposition 6.1).
Thus A= Vx{(Axt)x = (Ax u)x}.
By Wext, we obtain A |= (E)Axt=(E)Axu,and hence A=Axt=Axu
(by proposition 6.5).

Q.E.D.

We shall denote by CL (combinatory logic) the system of axioms :
Co + C1+ Wext (or, equivalently, Cy + C;+ WEXT).

Now we consider the axioms :

(Cc) (E)K =K ; (E)(K)x = (K)x;
(E)S=S§;(E)(S)x=(S)x; (E)(S)xy=(S)xy.

Proposition 6.7. CL is equivalent to Cy + C}+ Wext.

The following formulas (in fact, their closures) are obviously consequences of
Co+Cy:

K=AxAyK)xy; (K)x=Ay(K)xy;

S=AxAyAz(S)xyz; (S)x =AyAz(S)xyz; (S)xy=Az(S)xyz.
In view of proposition 6.5, we deduce immediately that C; is a consequence of
Cp + C1, and therefore of CL.
Conversely, we have C{ F (S)xy = (E)(S)xy, and hence :
Co+CiF(S)xy=2Az(S)xyz.
Now we also have : Cy - (AyAz(S)xyz)y = Az(S)xyz.
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Thus Cy + C] + (S)xy = (AyAz(S)xyz)y. By Wext, we obtain first :

(E)(S)x = (E)AyAz(S)xyz, then (S)x = AyAz(S)xyz (by C{ and proposition 6.5) ;

thus (S)x = (AxAyAz(S)xyz)x. By applying Wext again, we conclude that :

(E)S = (E)AxAyAz(S)xyz, and hence S = AxAyAz(S)xyz (by C; and proposi-

tion 6.5 again). The same kind of proof gives the equation K = AxAy(K)xy.
Q.E.D.

The extensionality axiom is the formula :

(Ext) VyVz{Vx[(y)x = (2)x] — y = z}.

As a consequence of this axiom, we obtain (by induction on n) :

(Exty) VyVz{Vx;.. V(P x1...xn = (2)X1...X5] — y = Z}.

We now prove that, modulo Cy, the extensionality axiom is equivalent to :
Wext +(E = I).

Indeed, it is clear that Wext +(E = I) + Cy F Ext (since Co+ (E=1) - (E)x = x).

Conversely, we have Cy F (E)xy = (I)xy = (x)y. With Ext,, we obtain Cy+ Ext

FE=1I.

We shall denote by ECL (extensional combinatory logic) the system of axioms

Co+ Ext.

Note that Cyp+ Ext - C;, and thus ECL - CL ; indeed, by proposition 6.1, for

every term T, we have :

CoF(Mxy...xp=Ax1..Ax,(T) X1 ... X)) X1 ... Xp 3
then, by Ext,, we can deduce T = Ax;...Ax,(T)x; ... X5.

Scott-Meyer’s axioms

Let A be an applicative structure, with a distinguished element e, satisfying the
following axioms, known as Scott-Meyer's axioms:
i) Combinatorial completeness
AVxVyl(k)xy = x]; AsVxVyVz[(s)xyz = ((x)2)(y)z] ;
ii) VxVyl(e)xy = (x)yl;
iii) Weak extensionality
VyvVz{Vx[(y)x = (2)x] — (e)y = (e)z}

Theorem 6.8. Let A be an applicative structure satisfying the Scott-Meyer’s ax-
ioms. Then there is a unique way of assigning values in A to the symbols K, S of
£ so that A becomes a model of CL satisfying ¥V x[(E)x = (e)x]. Moreover, in that
model, we have E = (e)e.

Notice that E is a term of £, not a symbol.
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Unicity : suppose that values have been assigned to K, S so that CL is satisfied.
We have (E)x = (e)x, thus (E)E = (e)E (take x = E), and hence E = (e) E (we have
seen that CL+ E = (E)E). Now the above weak extensionality axiom gives :
Vx[(E)x = (e)x] — (e)E = (e)e. Therefore, E = (e)e.

Let K3, S; and K>, Sy be two possible interpretations of K, S in A such that the
required conditions hold, and let E;, E, be the corresponding interpretations of
E (actually, we have seen that E; = E> = (e)e) ; thus (E1)x = (E2)x = (e)x and
(S1)xyz=(S2)xyz = ((x)z)(y)z; by weak extensionality, it follows that :
(e)(S1)xy = (e)(S2)xy, and we therefore obtain : (E1)(S1)xy = (E2)(S2)xy. Since
CL holds, the axioms of C| are satisfied and we have :

(E;)(Si)xy = (S))xy(i =1,2) ; therefore (S1)xy = (S2)xy.

By weak extensionality again, it follows that (e)(S;)x = (e)(S2) x, thatis:
(E1)(S1)x = (E2)(S2)x, and hence (S1)x = (S2)x (by Ci). Using the weak exten-
sionality once more, we obtain (e)S; = (e) Sy, that is to say (E1)S; = (E2)S»2, and
hence S; = S, (by C}). The proof of K; = K> is similar.

Existence : take k,s € A such that (k)xy = y and (s)xyz = ((x)z)(y)z for all
X, ¥,z € A; this is possible according to the first two axioms of Scott-Meyer. For
every term ¢ with parameters in A (and containing variables), we now define,
inductively, a term A'x ¢ :

A'xt=(e)(k)tif x does not occurin t;

AN xx = (e)i with i = (s)kk (thus (i)x = x for every x € A) ;
AMxt=(e)(HAVxu)A' xvif t = (u)v and x occurs in t.

Notice that (e)xy = xy, and hence, by weak extensionality (Scott-Meyer’s ax-
ioms), (e)(e)x = (e)x. It follows immediately that (e)A’x t = 1’ x t for every term
L.

Moreover, we have (1'x ) x = ¢ (by induction on ¢, as in proposition 6.1).

Let K=AxAyx; S=AMxAVyAl z(x)2) () z.

We do have (K)xy = x, (S)xyz = ((x)z)(y)z ; moreover, since (S)xy = A'z...,
we also have (S)xy = (e)(S)xy ; similarly, (e)(S)x = (S)x and (e)S = S. On the
other hand, since (S)xyz = (s)xyz, we obtain (e)(s)xy = (e)(S)xy = (S)xy by
weak extensionality ; similarly, (e)(k)x = (K)x. Therefore, we may restate the
definition of A'x ¢ this way :

A'xt=(K)tif x does not occurin t;

AMxx = I with T = (S)KK (indeed, we have (I)x = (i)x, thus (e)I = (e)i ; but
(e)I = I by definition of I) ;

AMxt=((SAxu)A xvif t = (u)v and x occurs in ¢.

We see that this definition is the same as that of the term Ax ¢; thus A’xt = Axt.
Now let E = AxAy(x)y ; thus (E)x = Ay..., and therefore (e)(E)x = (E)x ; now
(E)xy = (x)y, and hence, by weak extensionality, (e)(E)x = (e)x, that is to say
(E)x =(e)x.
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This proves that the axiom Wext holds, as well as Cy. Besides, we have :
(E)Axt = Axt for every term ¢ (since (e)A'xt = A'x1).
Since K = AxAyx and S = AxAyAz((x)z)(y)z, we may deduce, using Cp, that
(K)x =Ayx; (Sx = Aydz((x)2)(¥)z ; (S)xy = Az((x)2)(y)z. Thus (E)K = K,
(E)(K)x = (K)x, (E)S=S, (E)(S)x=(S)x and (E)(S)xy = (S)xy. Thus the axioms
C} hold, and finally our model satisfies Cy + C] + Wext, that is to say CL.

Q.ED.

3. Curry’s equations

Let Abe amodel of Cy+C}. We wish to construct an embedding of A in a model
of Wext.

Let k, s, e denote the interpretations in A of the symbols K, S and the closed
term E of . Define B = (e)A={(e)a; ae€ Al ={a € A, (e)a = a} (indeed,
(e)(e)a = (e)a). We shall define an applicative structure over B : its binary op-
eration will be denoted by [a]b, and defined by [a]b = (s)ab (note that we do
have (s)ab € B since (e)(s)ab = (s)ab, by Cf).

We define a one-one function j : A — B by taking j(a) = (k)a (let us note that
(k)a € B since (e)(k)a = (k)a, by C?) : indeed, if (k)a = (k)b, then (k)ax = (k)bx
for arbitrary x € A, which implies a = b.

Let A’ c B be the range of this function. We want j to be an isomorphism of
applicative structures from A into B. This happens if and only if :

[(k)al(k)b = (k)(a)b for all a,b € A. In other words, j is an isomorphism if and
only if A satisfies the following axiom :

(C2) (SK)x)K)y=(KX)y;
this will be assumed from now on.
Notice that :

B is a proper extension of A’ (thatis B> A" and B # A') if and only if A is non-
trivial (that is A has at least two elements). In that case, i € B\ A’ (where i = (s)kk
is the interpretation of I).
Indeed, if i € A, then i = (k)a, thus (i)b = (k)ab, that is to say b = a, for ev-
ery b € A, and A is trivial. Conversely, if A contains only one element, then,
obviously, A=B=A.
The interpretations of K, S in B are the same as in A’, namely : (k)k and (k)s. B
satisfies Cp if and only if :

i) [[(k)k](e)a](e)b = (e)a and

i) [[[(k)s](e)al(e)bl(e)c = [[(e)al(e)cl(e)bl(e)c
forall a, b, c € A.
(i) can be written ((s)((s)(k)k)(e)a)(e)b = (e)a. Now consider the axiom :



102 Lambda-calculus, types and models

(C3) (DUHK)K))y = (E)x.

It implies (i) since, by proposition 6.5, we have Cy + C? F(E)(E)x = (E)x.
Cs is equivalent, modulo Cy, to :

(Cé) (USKK)x)y =Az(x)z.
(ii) can be written :

() (9 (k)s)(e)a)(e)b)(e)c = ((s)((s)(e)a)(e)c)((s)(e)b)(e)c.
Now consider the axiom :

(Ca) (SO K)Sx) )z = ((S)((S)x)2)((S)y) .
At this point, we have proved the first part of :

Lemma 6.9. Let A be a combinatory algebra satisfying Co + C? + Co + C3 + Cy.
Then B is an extension of A’ (a combinatory algebra, isomorphic with A) which
satisfies Cy. Moreover, if a€ A, then [kali = (e)a.

Indeed, we have [kali = ((s)(k)a)i = (e)a (by proposition 6.4).
Q.ED.

Let t, u be two terms of £, and {xy,..., x,} the set of variables occurring in ¢ or
u. The formula ¢ = u (in fact, its closure Vx; ... Vx,{t = u}) is called an equation;
this equation is said to be closed if both ¢ and u contain no variables (n = 0) ; the
equation Ax;...Ax, t = Ax;...Ax, u will be called the A-closure of the equation
t=u.

For each axiom C; (2 =i <4), let CL; denote its A-closure, that is to say :

(CL2) AxAy((S)(K)x)(K)y = AxAy(K)(x)y
(CL3) AxAy((S)(SK)K)x)y = AxAyAz(x)z
(CLy) AxAYAZ((S)((S)((S)(K)S)x)y)z = AxAyAz((S)(8)x)2) ((S)y)z.

Proposition 6.10. Let A be a combinatory algebra, and Q a set of closed equa-
tions such that Cy+ Q - Cf. IfAl=Cy+ Q+ CLy+ CL3 + CLy, then there exist an
extension A, of A satisfying the same axioms, and an element £, € Ay such that,
foralla,be A : (a)¢; = (b)¢1 = (e)a= (e)b.

Indeed, Cy + CL; F C; (proposition 6.1), thus A |= Cy + C? + Cy+ C3+ Cy. By
lemma 6.9, there exists an extension B of A’ satisfying Cy. Since A = CL; and
A= Q, and CL; and Q are closed equations, we have B |= CL; et B |= Q. Now j
is an isomorphism from A onto A’, and hence there exist an extension A; of A
and an isomorphism J from A; onto B extending j. Let &; = J~1(i) ; for every
a,b € Asuch that (a)é; = (b)é1, we have [JalJ&; = [JblJéq, that is [kali = [kDb]i,
and therefore (e)a = (e)b, by lemma 6.9.
Q.E.D.
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Theorem 6.11. Let A be a combinatory algebra, and Q a set of closed equations
such that Co+Q + C?. Then there exists an extension A* of A satisfying Cy + Q+
Wext ifand only if Al= Co+ Q+ CLy + CL3 + CLy4.

First, notice that the systems of axioms Cy + Q+ Wext and Cy + Q+ WEXT are
equivalent (since Cy+Q CY, and Cy+ C? F Wext < WEXT). We shall denote by
2 this system of axioms.

The condition is necessary : it suffices to prove that 2 - CL; 2 <i <4). By

definition of the axiom scheme WEXT, we have WEXT + C; => CL;, thus it is

enough to prove : 2 - C;. We have :
Co = (KX (K)y)z = ((Kx)2)(Ky)z=(x)y ;

thus Cy F (((S)(K)x)(K)y)z = ((K)(x)y)z. By weak extensionality, it follows that

2+ (E)((S)(K)x)(K)y = (E)(K)(x)y, and then, by C?, that :

2+ (S (K)x)(K)y = (K)(x)y; therefore 2 - Cs.

The equation (C3) is written ((S) ((S) (K)K)x) y = (E)x. Now we have

Co = (S K)K)X)y)z = ((HK)K)x)2) (y) 2 = (K)K2)(x)2)(y) 2

=(K)(x)2)(y)z = (x)z.

Hence Cy+ Wext = (E)((S)((S)(K)K)x)y = (E) x.

Thus Cy + C?+ Wext F ((S)((S)(K)K)x)y = (E)x, thatis to say 2 I Cs.

The axiom (Cy) is written ((S)((S) ((S)(K)S)x)y)z = ((S)((S)x)2) ((S)y) z.

Now we have

Co F (S (S (K)S)x)y)z)a = {[((S)((S)(K)S)x)yla}(z)a
={l((((K)S)x)al(y)a}(z)a = {[((K)S)a)(x)al(y)a}(z)a
={[(Sal(y)al(z)a= ((x)a)(2)a)(y)a)(2)a.

On the other hand :

Co () ((8)x)2)((S)y)z)a= ((S)xza)(S)yza = ((x)a)(z)a)(y)a)(2)a.

Therefore, Cp - (((S)((S)((S)(K)S)x)y)z)a = (((S)((S)x)2)((S)y)z) a.

Thus Co+ Wext = (E)((S)((S)((S)(K)S)x)y)z = (E)(S)((8)x)2) ((S) ) z.

It follows that

Co+ C?Jr Wext F ((S) () () (K)S)x) y)z = (S ()2 (S)W)z;

that is to say 2 F Cj.

The condition is sufficient : Let A be a model of Cy+ Q+ CLy + CL3+ CL4.
By proposition 6.10, we may define an increasing sequence :
A=Apc Ajc...c A, c...of combinatory algebras which satisfy the same ax-
ioms, and such that, for each n, there exists &,,+1 € A,,+1 such that :
ifa,be A, and (a)é,,+1 = (b)¢é,41, then (e)a = (e)b.
Let A* =U,A,. Then A" = Co+Q+CL; (2 <i<4)aswell as the weak extension-
ality axiom: if a, b€ A* and (a)x = (b)x for every x € A*, then we have a,be A,
for some 7 ; hence (a){,,+1 = (b)¢,41 and therefore (e)a = (e)b.

Q.ED.
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Intuitively, the extension of A constructed here is obtained by adding infinitely
many “ variables ” which are the ¢, ’s.

Now we consider the system of axioms :
(CL2) Co+C1+CLy+CL3g+CLy.

Theorem 6.12. Let A be a combinatory algebra. Then there exists an extension
of A satisfying CL if and only if A satisfies CL-.

It suffices to apply theorem 6.11, where Q is taken as the system of axioms C;.
Q.E.D.

Corollary 6.13. The universal consequences of CL are those of CL-.

Indeed, let A be a model of CL- , and F a universal formula which is a conse-
quence of CL (see chapter 9). We need to prove that A |= F. By theorem 6.12,
A can be embedded in some model B of CL. Thus B |= F and, since F is univer-
sal and A is a submodel of B, we deduce that A |= F.

Conversely, it follows from theorem 6.12 that every model of CL is a model of
CL-.

Q.E.D.
We now consider the axiom :
(CLs) E=1
that is to say (by definition of E) :
(CLs) Ax((S)(K)x)I=1.

Clearly, Cp+ CL5 - Cf. Moreover, Cs is obviously equivalent, modulo Cy + CLs,
to:

(CY) (KK x)y = x.

Let CL; denote the A-closure of Cf, that is to say :
(CLY) AxAy((S)(S)(K)K)x)y = AxAy x.
We also define the following system of axioms ECL- :
(ECL-) C0+CL2+CLg+CL4+CL5.

Theorem 6.14. Let A be a combinatory algebra. Then there exists an extension
of A satisfying ECL if and only if A satisfies ECL- .

This follows immediately from theorem 6.11, where Q is taken as the axiom
E=1
Q.E.D.

Corollary 6.15. The universal consequences of ECL are those of ECL-.
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Let A be a model of Z. The diagram of A, denoted by D4 , is defined as the set
of all formulas of the form t = u or t # u which hold in A, t and u being arbitrary
closed terms with parameters in A. The models of D4 are those models of £
which are extensions of A.

Theorem 6.16. Let A be a model of CL- , and t, u two terms with parameters in
A (and variables). Then :

D)ifDy+Cott=u,thenDs+CoAxt=Axu;

ii) if Do+ Cy = () x = (u)x, where x is a variable which does not occur in t, u,
thenDao+Cyt (E)t=(E)u.

D+ Cy F F means : every extension of A satisfying C satisfies F.

Proof of (i) : let B be an extension of A satisfying Cy. Then B satisfies CL- and,
by theorem 6.12, there exists an extension B’ of B which satisfies CL. By hypoth-
esis, we have D4 + Cy - t = u, and hence B’ |= t = u ; by weak extensionality, it
follows that :
B' = Axt=Axu;therefore, BEAxt=Axu.
Same proof for (ii).

Q.ED.

A similar proofyields the following theorem :

Theorem 6.17. Let A be a model of ECL- , and t, u two terms with parameters
in A where x does not occur. [f Da+ Co - (£)x = (w)x, then Dy + Co - t = u.

4. Translation of A-calculus

We define a model .4 of &, called “ model over A-terms ”, as follows :

the domain M is the quotient set A/=g;

the constant symbols K, S are respectively interpreted by the (equivalence clas-
ses of) A-terms AxAyx and AxAyAz((x)z)(y)z;

the function symbol Ap is interpreted by the function u, t — (u) t from My x M,
to M().

Lemma6.18. .4 isa model of CL. For every termt € A, we have (E)t ~g Ax(1)x,
where x is any variable which does not occur freein t.

Here we will only use the definition of $-equivalence, not its properties shown
in chapter 1.

We first prove that .4, |= Cp :

that is to say that (K)uv ~g u and (S)uvw =g () w)(v)w for all u,v, w € A,
which is clear in view of the interpretations of K and S.
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Now we come to the second part of the lemma : since .4, = Cy, we have, by
proposition 6.4 : (E)t = ((S)(K)t)I, with I = (S)KK.

Looking again to the interpretations of K and S in .4, we obtain easily :

I =g Ax x, and then ((S)(K) ) I =g Ax(¢)x, which gives the desired result.

Then we prove that .4, = Wext : suppose that .4, = Vx[(t)x = (u)x], with
t,u € A/=g. Take a variable x which does not occur in ¢, u ; then (£)x =g (u)x,
and therefore Ax(f)x =g Ax(u)x. Now we have seen that Ax(f)x ~g (E)t and
Ax(u)x =g (E)u. Thus (E)t ~g (E)u and hence 4, |= (E)t = (E) u.

Finally, we show that .4 is a model of C}, in other words, of the formulas :
(B)K=K; (E)(K)x=(K)x;
(E)S=S; (E)(S)x=(Sx; (E)Sxy=(Sxy.
So we need to prove that
(E)K =g K ; (E)(K)x =p (K)x;
(E)S=pS; (E)(S)x =5 (S)x; (E)(S)xy =p (S)xy.
We have seen that (E) ¢ =g Az(t)z, where z does not occur in ¢. Thus it remains
to prove that : Ax(K)x =g K ; Ay(K)xy =g (K)x; Ax(S)x =5 S; Ay(S)xy =g
(S)x; Az(S)xyz =g (S)xy. Now all these equivalences are trivial, in view of the
interpretations of K and S in ..
Q.E.D.

We define similarly a model .4, of &£, over the domain M; = A/=g, (the quo-
tient set of A by the fn-equivalence relation) ;

again, the constant symbols K and S are interpreted by the (equivalence classes
of) terms AxAyx and AxAyAz((x)z)(y)z, and the function symbol Ap is inter-
preted by the function u, t — (u) t from M; x M, to M;.

Lemma 6.19. ./ is a model of ECL.

We only prove that .4 |= Ext (the other axioms are checked as above). Let
t,u € A/=g; be such that .4, |= Vx[(#)x = (u)x]. Take a variable x not occur-
ring in ¢, u : we have (£)x =g, (1) x, thus Ax(#)x =g, Ax(u)x, and hence t =g, u.
Therefore 44 =t = u.

Q.E.D.

Recall that a combinatory algebra A (thatis a model of Cy) is trivialif it contains
only one element. Actually, A is trivial if and only if it is a model of the axiom
0=1,where0=AxAyy=(K)Iand 1 = AxAyx = (E)K : indeed, if A|=0=1,
then, for all a,b € A, we have A |= (0)ab = (1)ab, thus A |= b = a, and hence A
has only one element.

The axiom 0 =1 is equivalent to K = S : indeed, from K = S, we deduce :
(K)abc = (S)abc, thus (a)c = ((a)c)(b)c for all a, b, c € A.

Taking a = (K)I, b = (K)d, we obtain I = d for every d € A, and therefore A is
trivial.
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Theorem 6.20. CL and ECL have a non-trivial model, and are not equivalent
theories.

We have seen that ./, |= ECL, thus both CL and ECL have a non-trivial model
(to make sure that .#/ is not trivial, notice, for instance, that two distinct vari-
ables of the A-calculus may not be fn-equivalent, according to the Church-
Rosser property for fn).

On the other hand, .4 is a model of CL, but not of ECL : indeed, let {,{ € A
be such that £ is a variable of the A-calculus and { = Ax(&) x, where x # . Then
()t =g (()t and hence 4, |= (§)t = ({)¢ for every t € A. Now ¢ and ( are not
pB-equivalent and therefore ./ |= ¢ # (.

Q.ED.

For every A-term ¢, we define, inductively, a term ¢ of the language of combi-
natory logic :

if ¢ is a variable, then % = ¢ (by convention, we identify variables of the
A-calculus and variables of the language £) ;

ift=Wv,then ty = (Uyp)vy;

ift=Axu,then ty = Axue.

Notice that the symbol 1 is used here in two different ways : on the one hand in
the A-terms, and on the other hand in the terms of Z.

Conversely, with each term ¢ of the language £, we associate a A-term ¢, de-
fined by induction on ¢ :

Kpa=AxAyx; Sp =AxAyAz((x)2)(y)z;
if t = (W)v, then tp = (Up) VA.

Clearly, for every term ¢ of £ (with or without variables), t, is the value of ¢
in both models .4 and .4, when each variable of £ is interpreted by itself
(considered as an element of A). Therefore :

Lemma 6.21. Let t, u be two terms of £. If CL&-t = u, then ty ~g uy ;
IfECL\-t = u, then tx =g, ux.

Lemma 6.22. For every A-term t, tpp = gl

The proof is by induction on ¢. This is obvious in case ¢ is a variable or ¢ = (u)v.
Suppose that t = Axu ; then ty = Axug. Therefore, CLF (ty)x = ue (propo-
sition 6.1). Thus, by lemma 6.21, we have (f#)x =g ugz, and, by induction
hypothesis, uyp ~g u. It follows that (£¢5)x ~g u, and hence :

Ax(tep)Xx =g Axu=1t.

Now te = Axug ,and hence CLF (E)ty = ty (proposition 6.5).

Thus, by lemma 6.21, we have (E) fop =g top.
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On the other hand, by lemma 6.18, (E)tz s =g Ax(tz ) x. It follows, finally, that
ton =p AxX(top)X =p L.
Q.E.D.

Lemma 6.23. Foreverytermtof £, CLF thp =t.

The proof is by induction on ¢. This is immediate whenever ¢ is a variable or
t = (w)v. It remains to examine the cases where t = Kor t = S.
If t =K, then Ky = AxAy x (A-term), thus Kj ¢ = AxAy x (term of £).
Now CLF Kxy = x (axioms Cp), and hence (by weak extensionality) :
CLEAXxAY(K)xy =AxAyx = Kp .
Since CLF K = AxAy(K)xy (axioms Cj), it follows that CLF+ K = Kj .
If t =S, then Sy = AxAyAz((x)z)(y)z (term of £).
Now CLF (S)xyz = ((x)z)(y)z, thus, by weak extensionality :
CLEAxAyAz(S)xyz = AxAyAz((x)2)(¥)z = Sp .
On the other hand :
CLF S=AxAyAz(S)xyz (axioms C;), and therefore CLF S = S «.
Q.E.D.

Lemma6.24. Lett,uc Aandv=ult/x]. Then CLF- vy = uyltelx].

The proof is by induction on u. This is immediate whenever u is a variable or
u = (uy) up. Suppose that u = Ay u'; then, we have v = Ay v’, where v' = u'[t/ x].
Thus, by induction hypothesis, CL v:%, = u:%[tg/x]. Now vy = Ay v:%, and
hence :
CLF (ve)y = U, [te/x] (proposition 6.1).
But we also have uy = Ayu', , and therefore CL - (ug)y = t',. It follows
that CLF (uglte/x))y = u:%)[tglx], and hence CLF (uglte/x))y = (ve)y. By
weak extensionality, we obtain CL+ (E)vy = (E)uglte/ x].
Now vy =y v:% ,Ugp =y u:g , and therefore :
CLF (E)vy =vy and CLF (E)uy = ug (proposition 6.5) ;

thus CLF- (E)uglte/x] = uglte/x]. Finally, we have CLF vy = uplte/x].

Q.E.D.

Theorem 6.25. Let t, u be two A-terms. Then :
Dt=guifandonlyif CL\ ty = ug.
i) t =gy uifandonly if ECL\- ty = ug.

This theorem means that the g (resp. the fn)-equivalence is represented by the
notion of consequence in CL (resp. ECL).

Proofof (i) : If CL* to = uy , then top =g uyp by lemma 6.21, thus 7 =g u by
lemma 6.22.
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Conversely, suppose that ¢ =g u. To prove that CL+- ¢ = ug , we may suppose
that ¢ B u (that is to say : u is obtained from ¢ by contracting one redex). The
proof is then by induction on 7 ; £ may not be a variable (there is no redex in a
variable).
If r=Axt, then u= Axu' with t' By u'. Thus CL+ t:% = u:.z, (induction hypoth-
esis) and, by weak extensionality, we have CL - Ax t:<£ =Ax ”:% , that is to say
CLFty =uce.
If t = (¢')¢”, then there are three possible cases for u :

u = (u)t", with t' By’ ; then CL +- t, = u', (induction hypothesis), and
therefore CL - (17,)tl, = (u',)t¢,, thatistosay CLF ty = ug.

u=(thu", with t" Bou" ; same proof.

t=Axt")t" and u = ¢'[t"/x]. By lemma 6.24, CLF ug = t,,[t,,/x] ; on the
other hand, we have t¢ = (Ax t,,)t;, and hence CL} ty = t.,[t.,/x] (proposi-
tion 6.1). Thus CLF ty = u.

Proof of (ii) : If ECL}* to = uy, then top ~p,; ugp bylemma 6.21, thus ¢ =g, u
by lemma 6.22.

Conversely, suppose that ¢ =g, u. To prove that ECL\- t» = ug, we may sup-
pose that ¢ By u or tno u. If ¢ By u, we obtain the desired result in view of (i).

If tno u, the proof proceeds by induction on ¢ (which may not be a variable) ; if
t= "1, then u= (u)t" or u= (t"u", with t'nou’ or t"nyu”. Thus the result
follows from the induction hypothesis.

If r = Ax t', there are two possible cases for u :

u=Axu', with t'no u’. By induction hypothesis, ECL\- t, = u/, ;
it follows, by weak extensionality, that ECL - Axt,, = Axu',, that is to say
ECLVF ty = ue.

t = Ax(u)x, x having no occurrence in u ; then t = Ax(u¢)x, and therefore,
by proposition 6.1, ECL - (t¢)x = (uy)x. Using extensionality (since x does
not occur free in ¢, 1), we conclude that ECL* ty = u .

Q.ED.

There is a “ canonical ” method for constructing a model of CL (resp. ECL) : let
9 be the set of all terms of £ (with variables). We define on 9 an equivalence
relation ~¢ (resp. ~1) by taking :

t~ou<s CLHt=u(resp. t~yu< ECLF t=u).

Then we have a model Aj of CL (resp. a model 4] of ECL) over the domain
T | ~q (resp. 9 /~1) where the symbols K, S, Ap have obvious interpretations
(take the canonical definition on the set of terms and then pass to the quotient
set).

We now prove, for example, that Ay = CL:

For those axioms of CL which are equations, the proof is immediate :

for instance, the axiom (K)xy = x holds since, for all terms ¢, u of £, we have
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CLF (K)tu = t, and thus, by definition of Ap, Ay = (K)fu = t.

It remains to check the weak extensionality axiom. Therefore, let ¢, u € A be
such that Ag |= (£)x = (u) x for every x € Ap. Take x as a variable which does not
occur in ¢, u. Then, by definition of A :

CLF ()x = (u)x, thus CL+ (E)t = (E)u, and hence A |= (E)t = (E)u, which is
the desired conclusion.

Proposition 6.26. ./, and N (resp. 4 and N1) are isomorphic models.

Consider the mapping ¢ — fy of A into 9 ; we know from theorem 6.25 that :
t~gu< CLFty =ug;thatistosay: /4y |=t=u< N =ty = uy. Therefore,
this mapping induces an isomorphism from .4 into .A;.
Now consider the mapping ¢ — 5 of 9 into A. Bylemma 6.21, we have :
M Et=u= My = tp = up. Therefore, this mapping induces a homomor-
phism from A} into .. According to lemmas 6.22 and 6.23, these are inverse
homomorphisms.
The proof is similar for .4, and A].

Q.E.D.

Theorem 6.27. Let t,t' be two normalizable closed A-terms which are not fn-
equivalent. Then ECLF ty =t, < 0=1.

In other words, the theory ECL + ty = ¢, has no other model than the trivial
one.

The proofis as follows :
We have seen that ECLF0=1— VxVy{x=y};thus ECLF0=1— ty =1,
Conversely, since ¢ and ¢’ are normalizable closed terms which are not -
equivalent, in view of Bbhm’s theorem (theorem 5.2), there exist closed terms
t1,...,t" € A such that (n)...t" =g, 0 and (e, t" =gy, 1. It then follows
from theorem 6.25 that :
ECLt: (t)tt,...t}, =0and ECL\ (t,)t.,... 1%, = 1. Therefore :
ECLFty=t,—0=1.

Q.E.D.

References for chapter 6

[Bar84], [Cur58], [Hin86].
(The references are in the bibliography at the end of the book).



Chapter 7

Models of lambda-calculus

1. Functional models

Given a set 2, let Z(2) denote the set of all functions from 2N into 2 which
depend only on a finite number of coordinates ; for every i = 0, the i-th coordi-
nate function will be denoted by x;.;. Therefore, any member of % (2) may be
denoted by f(x1,...,x,), for every large enough integer n.

For any two functions f(xy,...,Xs), g(x1,...,%p) in F(2), we will denote the
function f(xy,...,x;-1,8(x1,..., Xp), Xi+1,..., Xp) € F (D) by f[g/x;].

Clearly, if f does not depend on the coordinate x;, then f(g/xil = f.

Let us consider a subset & of 2? and two functions ®: 9 — %, and ¥ : & — 9.

For all a, b € 9, define (a)b to be ®(a) (b) (so Z is an applicative structure).
For every f € &%, Y (f) will also be denoted by Ax f(x).
Let f,ge€ F (D), f = f(x1,...,x,), and g = g(xy,...,x,). We define (f)g € F(2),
by taking [(f)gl(ay,...,a,) = (f(ay,...,an))g(ay,...,ay), forall a;,...,a, € 2.
We now consider a subset #*° of & (2) such that :

0.If feF>, f=f(x1,...,xp),and ay,...,a;-1,ai+1,...,an €D, then

flay,...,ai-1,x,ai+1,...,an) €F (1<i<n).

For each f € &, f = f(x1,...,x,), and for each coordinate x;, let us define
Ax; f € F(D) to be the function g(xy, ..., Xi-1,Xj+1,..., Xy) such that :
glay,...,ai-1,ai+1,...,an) = AX f(ay,...,Qi-1,X, Gj41,-.., Qn)
forall ay,...,a;_1,ai41,...,a, € D.
Thus Ax; f does not depend on the coordinate x;.
We now suppose that the following conditions hold :

1. Every coordinate function x; is in #°°;

2.If f,ge F°, then (f)g e F*=.

3.If fe #°°, then Ax; f € F* for every i.

111
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Sets 9, %, %, and functions ® and ¥ satisfying conditions 0, 1, 2, 3 form what
we will call a functional model of A-calculus.

Lemma7.1.

Let f,h € °°, x,y be two distinct coordinate functions, and g = Ay h. Then
Ay hif!x] = glf/x] provided that f does not depend on y.

In particular, Ay hlz/ x] = glz/ x] for every coordinate z # y.

Let f = f(x1,...,Xn,X), h = h(xy,...,Xxp,x,y) ; for all ay,...,a,,be D, we have
Ay h(ay,...,an, b, y) =glay,...,anb).
In particular, if b = f(ay,..., a,, a), this gives :
Ayh(ay,...,an, f(ay,...,an,a),y) = glay,...,an, f(ay,...,an, a))
which is the desired result.
Q.E.D.

Lemma 7.2. Let f € &, and x,y be two distinct coordinates. If f does not
dependony, then Ay fly/x]=Ax f.

If f=flx1,...,xp,x], then f[y/x] = flx1,...,Xn, y], which gives the result.
Q.E.D.

We now define a mapping of the set L of A-terms into #*°, denoted by
t — || t||. We assume that the variables of the A-calculus are xi,...,x;,... The
definition is by induction on ¢ :

o if ¢ is the variable x;, then | ¢|| is the coordinate function x; ;

o if t=(wv, then |l = (lulDlvl;

o if t=Axu, then | t|| = Ax| ul.
Clearly, if the free variables of t are among x;,..., Xk, then the function || f|| € F*°
depends only on the coordinates x, ..., Xk.

Lemma 7.3. Let t be a A-term, and [ = ||t|l ; then ||[t<z/x>| = flz/x] for all
variables z except a finite number.

From now on, we will use the expression : “ for almost all variables z ” as an
abbreviation for : “ for all variables z except a finite number ”.

The proof is by induction on ¢ ; the result is immediate if ¢ is a variable, or
t=(Wv,ort=Axu.
Suppose t = Ay u, where y # x, and let g = [[u| ; then f = Ay g. Now
lt<z/x>| = Ayu<z/x>| = Aylu<z/x>| = Ay glz/x] for almost all variables
z, by induction hypothesis. By lemma 7.1, we have 1y g[z/x] = f[z/x] for al-
most all z ; this completes the proof.

Q.E.D.
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Proposition 7.4.
Let t,t' be two A-terms. If t = t' (t is a-equivalent to t'), then || t| = |||

Proof by induction on ¢ ; the result is immediate if ¢ is a variable, or ¢ = (u)v.
If t = Axu, then t' = Ax'v/ and u<z/x> = u'<z/x'> for almost all variables
z. Hence, by induction hypothesis, [|u<z/x>| = |[u'<z/x'>||. Let g = |lull,
g'=u|;then |t =Axgand ||| =Ax"g".
By lemma 7.3, we have |u<z/x>| = glz/x] and ||u'<z/x'>| = g'[z/x'] for al-
most all variables z. Thus g[z/x] = g'[z/x'], and therefore :
Az glzlx] = Azg'[z/x'] for almost all variables z.
Hence, by lemma 7.2, Axg = Ax'g’, thatis | z]| = || £].

Q.ED.
Therefore, we may consider ¢ — | ¢|| as a mapping of A into .

Proposition 7.5.
Lett,ue A, and f = |tl, g = lull. Then |u(t/x]|| = glf/x].

Proof by induction on u; this is immediate whenever u is a variable or u = (v) w.
If u=Ayv, then take y not free in ¢ (thus f does not depend on the coordinate
y), and let |[v|| = h. Then |ult/x]|| = |Ayvit/x]| = Ayllvit/x]ll = Ay h(f/x] (by
induction hypothesis). Now, by definition of | u|, we have g = Ay h. Therefore,
bylemma 7.1, Ay h(f/x] = glf/x].

Q.E.D.
Now consider the following assumption :

(5) ®oV is the identity function on &

in other words :

B Axf(x)a= f(a)forallac Y and f € F.

Under this assumption, f — Ax f is obviously a one-one mapping of & into 2.
Any functional model satisfying () will be called a functional -model.

Lemma 7.6. In any 3-model, we have (Ax g)f = glf/x], for every coordinate x
andall f,g e F*.

Let f = flx1,...,Xn, X], & = glx1,..., Xy, x] and Ax g = g'[x1,..., x,]. By (B), we
have (g'[ay,...,an))b=glay,...,an,bl, forall ay,...,a,, beP.
Thus, by taking b = fla,,...,a,, al, we obtain :
g'lay,...,an)) flay,...,an,al = glay,..., ay, flay,...,ay, all
which yields the result.
Q.E.D.

The following proposition explains the name “ f-model ”.

Proposition 7.7. In any B-model, ift,t' € A andt =g t', then | t|| = || £'l|.
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We may suppose that ¢Sy t’' (t' is obtained from ¢ by one single §-reduction).
The proof is by induction on ¢ ; ¢ is not a variable (if it were, no -reduction
could be made on it).
If t = Axu, then ¢ = Axu/, with uBy 1 ; by induction hypothesis, ||ul = |||,
thus Ax|lull = Ax||u||, that is to say || £]| = || £'].
If £ = (u) v, then there are three possible cases for ¢’ :

t' = (u')v with u o v’ ; then ||ull = |«’|, by induction hypothesis, and there-
fore (lulD vl = Ulu' DI, thatis [ £l = |£].

t' = (u)v' with v By v’ ; same proof.

t=Axv)uand t' = viu/x] ; let f = |lull, g =lvl; then |t|| = (Axg) f and
||l = g[f/x] (proposition 7.5). Thus | ¢|| = || || by lemma 7.6.

Q.E.D.

Proposition 7.8. Every 3-model is a model of the Scott-Meyer axioms (and hence
it provides a model of CL, see chapter 6, pages 98-99).

We define a model of the Scott-Meyer axioms, where the domain is &, Ap is
the function (a,b) — (a)b from 2 x 2 to 9, e = AxAy(x)y, k = AxAyx, and
s=AxAyAz((x)z)(y)z.

Indeed, it is obvious from condition f that (k)xy = x, (s)xyz = (xz)yz and
(e)xy = (x)y. In order to check the weak extensionality axiom, suppose that
(a)x = (b)x for all x € & ; define f[x, y] € # by taking f[x, y] = (x)y (condi-
tions 1, 2 of the definition of functional models). By definition of %, both func-
tions x — (a)x and x — (b)x are in & ; now they are assumed to be equal, and
hence Ax(a)x = Ax(b) x. Moreover, by definition of e, according to condition S,
we have (e)a = Ax(a)x, (e)b= Ax(b)x. Thus (e)a = (e)b.

Q.E.D.

A B-model is called trivial if it has only one element. A non-trivial f-model is
necessarily infinite, since it is a model of the Scott-Meyer axioms, and hence a
combinatory algebra (cf. proposition 6.2).

Remark. All functions of &#°° used in the proof of proposition 7.8 have at most three
arguments. Therefore, a model of the Scott-Meyer axioms can be obtained whenever
the following elements are given :

« an applicative structure & ; thus we have a function a, b — (a)b from 2 x & to 2.
e a set &3 of functions from 2 x 2 x @ to 2, such that :

the three coordinate functions are in &3 ;

whenever f,g € %3, then (f)ge F3;

e afunction f — Ax f from & to @ such that (Ax f)a= f(a) forall fe Fandaec P ;
here & is defined as the set of functions from & to 2 obtained by replacing, in every
function of %3, two of the three variables by arbitrary elements of & ;

« it is assumed that, whenever f(x1, X2, x3) € 3, then Ax; f € #3 (i = 1,2,3).
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Consider a f-model (2, %, %) ; we may define another model of the Scott-
Meyer axioms, over the domain &#°°, where Ap is the function f,g— (f)g, and
e=AxAy(x)y, k=AxAyx, s=AxAyAz(xz)(y)z.

Indeed, by lemma 7.6, we have: (k)fg=f, (s)fgh=(fh)gh, (e)fg=(f)g, for
all f,g, he F*.

We now check the weak extensionality axiom : suppose that (f)h = (g)h for all
h € #°°; take h as any coordinate function x, on which f and g do not depend.
Then we have (f)x = (g)x, thus Ax(f)x = Ax(g)x. It follows that (e)f = (e)g
because, from the definition of e and lemma 7.6, we have (e) f = Ax(f)x and
(e)g = Ax(g)x.

Proposition 7.9. Let (2,%,% ) be a f-model ; then the following conditions
are equivalent :

i) the extensionality axiom is satisfied in the model 9 ;

ii) f — Axf is a mapping of & onto 9 (thus it is one-to-one) ;

iii) Ax(a)x = a foreverya€ 9.

iv) ¥ o ® is the identity function on 2.

If these conditions hold, then the 3-model under consideration is said to be ex-
tensional.

(iii) = (ii) is obvious.
(i) = (iii) : for every b € 9, we have (a)b = (a')b, where a’ = Ax(a)x (by condi-
tion B). Therefore, a = a’ by extensionality.
(ii) = (@) : let a,b € 2 be such that (a)c = (b)c for every c € 9 ; by hypothesis,
there exist f,g € 2 such that a = Ax f, b = Axg. Therefore (Ax f)c = (Axg)c,
and hence f(c) = g(c) (by p) for every c€ 2.
Thus f = g, and therefore Ax f = Axgand a=b.
Finally (ii) < (iv) : indeed, condition (ii) means that ¥ is one-to-one ; since we
know that ®o V¥ is the identity function on %, we see that ¥ o ® is the identity
function on 2.

Q.ED.

Remark. Conversely, every model 2 of the Scott-Meyer axioms can be obtained from a
functional f-model : take & as the set of functions of the form x — (a)x, where a € 9,
and & as the set of functions of the form ¢[x;,..., x;], where ¢ is a term of £ written
with the indicated variables.

For all ay, ..., ag, there exists a € 2 such that t[x, ap, ..., ax] = (a)x (combinatory com-
pleteness of ). Thus condition 0 of the definition of functional models is satisfied.
Clearly, conditions 1 and 2 also hold.

Let f € &# be such that f(x) = (a)x ; define Ax f(x) = (e)a. This is a correct definition :
indeed, if f(x) = (a')x, then (e)a = (e)d’, by weak extensionality.

Condition S is satisfied : (Ax f(x))c = (e)ac = (a)c = f(c).
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Finally, we check that condition 3 is satisfied : let f € & be defined by some term

t[x, x1,...,x¢] of £ ; consider the term u = Axt (here, and only here, Ax is taken in

the sense of chapter 6), and let g € #* be the corresponding function. Then we have

(wx=1tin9, and hence (g)x = f.

Thus (g(as,...,ar))c= f(c,a,...,ar) forall ay, ..., a, c € D ; therefore, by definition :
Ax f(x,ay,...,a;) = (e)g(a,...,ar).

Thus we have Ax f(x, x1,...,xx) = (e)g(x1,...,x;) and this function is defined by the

term (e)u, so it is in F°°.

2. Spaces of continuous increasing functions

We will say that an ordered set & is o-complete if every increasing sequence
an(n € N) of elements of 2 has a least upper bound. This least upper bound
will be denoted by sup,, aj,.

Let 2, 2' be two o-complete ordered sets, and f : 2 — 2’ an increasing func-
tion. We will say that f is o-continuous increasing (o-c.i.) if, for every increasing
sequence (a,) in 2, we have f(sup,, a,) = sup,, f(an).

Let 9, 2, & be g-complete ordered sets. We may define a structure of o-
complete ordered set on the cartesian product 2 x 2, by putting :

(a,b)<(d,b) & a<d andb<b'.
A function f : 2 x9' — & is o -continuous increasing if and only if it is separately
o -continuous increasing (that is to say : for all a € 2 and a’ € 9', f(x,a’) and
f(a,x') are o-c.i. functions).

The proof is immediate.

Let 2, 2' be two o-complete ordered sets. We may define a structure of o-
complete ordered set on the set € (2,2’) of all o-c.i. functions from 2 to 2’, by
putting: f<g< f(a)<g(a)foreveryac 9.

If f,,(n € N) is an increasing sequence in €(2,92’), its least upper bound is the
function f: 92 — 2’ defined by f(a) = sup,, fn(a).

Indeed, f is clearly increasing ; we show that it is also o-continuous :

let ai(k € N) be an increasing sequence in &, and a = sup;, ax.

Then f(a) =sup,, fu(a) = sup,, supy fn(ax) =sup,, i fulax) = supysup,, fn(ag) =
supy, f(a).

The next proposition provides a very useful method for constructing functional
p-models (and therefore models of combinatory logic).

Proposition 7.10.
The following data define a functional model of A-calculus :
a o -complete ordered set D ;
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ao-c.i. function ®:9 — €(2,9) ;

ao-c.i. function ¥V :6(2,2) — 2.
This model is a B-model if and only if ®o VW = Id (on€(2,9)).
This -model is extensional if and only if we have also : Yo® = Id (on 2). In
this case, forall a,be 2, a < b if and only if (a)c < (b)c for everyce 2.

For all a,b € 9, define (a)b = ®(a)(b) ; then Z is an applicative structure, and
the function (a, b) — (a)b from 2 x 2 to P is o-c.i. (obviously, it is separately
o-c.i.).
Let F = €(2,2) and take ™ as the set of all o-c.i. functions from 2N to 2
which depend only on a finite number of coordinates. For every f € &, we put,
by definition, Ax f(x) = VY (f).
It remains to check conditions 1, 2, 3 of the definition of functional models.
It is obvious that each coordinate x; is in . If f,g € &, then (f)g is o-c.i.
(since (a,b) — (a)b is o-c.i.) and depends only on a finite number of coordi-
nates ; thus (f)g € . Finally, let f(x, x1,..., xx) € F*.
Then (ay,...,ar) — f(x,ay,...,ax) is a o-c.i. function from Pk t0 Z.
Hence (ay,...,ax) — Ax f(x, ay, ..., a) is o-c.i. from 2k to 9, which proves that
Ax feF>.
The model obtained above is a f-model if and only if ®oW¥ = Id on €(2,92)
(by definition of f-models). This f-model is extensional if and only if we have,
also: Yo® = Id on 9 (according to proposition 7.9.iv). Finally, if (a)c < (b)c for
every c € 9, then ®(a) < ®(b), thus ¥ (®(a)) < ¥Y(®(b)), since V¥ is increasing,
and therefore a < b.

Q.E.D.

3. Spaces of initial segments

Let D be a countable preordered set (recall that a preorder is a reflexive and
transitive binary relation), the preorder on D being denoted by <. A subset a of
D will be called an initial segment if, for all « € a and 8 < a, we have f € a.

Let a c D ; the least initial segment containing a is denoted by a ; it is the set of
lower bounds of the elements of a.

We will denote by .# (D) the space of initial segments of D ; the inclusion rela-
tion makes of .# (D) a o-complete ordered set. The set of finite subsets of D will
be denoted by D*.

On D*, we define a preorder, still denoted by <, by putting :

a<b < dac b < every member of a is alower bound of an element of b.
Consider two countable preordered sets D and E ; let ¥ = (D), § = ¥ (E).



118 Lambda-calculus, types and models

For every f € €(92,8), we define the trace of f, denoted by tr(f), which is a
subset of D* x E :
tr(f) ={(a,a) e D*xE; a € f(a)}.

Proposition 7.11.

The function tr is an isomorphism of ordered sets from € (2,&) onto the space
& (D* xE) of initial segments of D* x E with the product preorder :

(a,a) < (b,f) ©® a=banda < p.

For every X € #(D* xE), we have X = tr(f), where f € €(2,8) is defined by :
f(w)={B€E; Fac D*)(ac uand(a,p) € X)}.

Let f € €(2,8);thentr(f)isaninitial segment of D*xE : indeed, if (b, ) € tr(f)
and (a,a) < (b, B), then B € f(b), @> b and a < B. Thus a € f(b) (since f(b) is
an initial segment of E) and, since f is increasing, we have f(b) c f(&), and
therefore a € f(a).
Let f,g € €(92,8); if f < g, then tr(f) c tr(g) : indeed, if (a,a) € tr(f), then
a € f(a), and hence a € g(a), since f(a) c g(a).
Conversely, we prove that tr(f) ctr(g) = f < g : first, let a be a finite subset of
D;ifa € f(a), then a € g(a), (since tr(f) ctr(g)) and hence f(a) c g(a).
Now let a be an initial segment of D ; since D is countable, we have, for instance
a={ag,...,an,...}. Let a, ={ay,...,a,} € D*; a, is an increasing sequence, the
union of which is a. From what has just been proved, we deduce that f(a,) c
g(ay). Since both f and g are o-c.i., we therefore have :
f(a) = Unf(dn) cu,glay) =gla).
Thus, tr is an isomorphism of ordered sets from 4 (2, &) into #(D* x E). It re-
mains to prove that its image is the whole set . (D* x E).
Let X € #(D*xE) ; we define f: 92 — & by taking f(u) = {f € E; da€ D*, ac u,
(a,B) € X} for every u € 2. Indeed, f(u) is an initial segment of E : if ' < f €
f (u), then there exists a € D* such that a c u and (a, ) € X.
We have (a, f') < (a, f) in D* x E, thus (a, ') € X, and hence ' € f(u).
Obviously, f is increasing ; it is also o-continuous : indeed, let u, be an in-
creasing sequence in ¢, and u = U,u,. We have f(u,) c f(u) for all n, thus
Unf(uy) < f(u). Conversely, if B € f(u), then there exists a € D* such that
ac u and (a, ) € X. Since a is finite, we have a c u, for some n, and there-
fore B € f(uy). Thus f(u) cu,f(uy).
Finally, we prove that tr(f) = X : indeed, if (a, 8) € X, then, by definition of f,
we have f € f(a) (since a c a) ; thus (a, ) € tr(f). Conversely, if (a, B) € tr(f),
then B € f(a), and hence, by definition of f, there exists @’ € D*, a’ < a, such
that (a/,8) € X. Since a' < a, we have a’ < a, thus (a, ) < (a’, ), and hence
(a,B) € X, since X is an initial segment.

Q.E.D.
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We now consider a countable set D, and a function i : D* xD — D.

If a ={ay,...,ay} € D* and a € D, then i(a,a) will be denoted by a — «, or
{ag,...,a,} — a.

We assume that a preorder is given on D ; we denote it by < (as well as its ex-
tension to D*, defined above). Let 2 = .# (D).

We wish to define two o-c.i. functions :

O:P—>€(D,2)and V¥ :6(2,92) — 2.

This will be done as follows : there is a natural way of associating with the func-
tion i : D* x D — D two functions on the power sets denoted by i and i ™! :
i:PD*xD)— PD)and i"': P (D) — P(D*x D).

Let s: 2(D) — (D) and s’ : 22(D* x D) — .#(D* x D) be the functions defined
by :

s(X) (resp. ' (X)) = X = the least initial segment containing X
(X is any subset of D (resp. D* xD) and X is the set of lower bounds of elements
of X). Thus we may define :
Q= s'oi7l: P (D) — L (D*xD) and ¢ = soi: ¥ (D*xD) — # (D).
Now, by proposition 7.11, tr is an isomorphism of ordered sets from € (2,92)
onto #(D*xD). Let tr™!: #(D* x D) — €(2,2) be the inverse function. Then,
we may define :
O=trlop:#(D)—€D,2)and¥ =yotr:€2,2) — L (D).
Since i,i”1, s, s’ are o-c.i. functions, ® and W are also o-c.i. Thus, by proposi-
tion 7.10, (2, ®, ¥) defines a functional model of A-calculus.

Lemma 7.12.

1. u>WYo®(u)(= Ax(u)x) for every u € 9 if and only if, forall a, p € D and
a,beD*:bzaandfB<a= (b— p)<(a— a).

2. uc WYo®(u) for every u € 9 if and only if, for every y € D, there exist
a,peDanda,be D* suchthat:b=a, f<aand(a— a)<y<(b— p).
In particular, if i is onto, then u ¥ o ®(u) foreveryue 2.

Letue 2 ;then Vo®(u) =yop(u) = soios’ oi " (u); now
soi N (u) =
{(b,) e D*xD; (A(a,a) e D*xD)(b,B) < (a,a), i(a,a) € u}.

Hence Yo ®(u) =

{yeD; (3(a,a),(b,f)e D*xD)y<i(b,p), (b P)<(a ), ila a)cE u}.
1. Suppose that (b, ) < (a,a) = i(b,B) < i(a,a) (i is a homomorphism with
respect to <) ; then it is immediate that W o®(u) c u for every u € 2.
Conversely, suppose that Y o®(u) < u for every u € 9, and let a, 5 € D and
a,b € D* be such that (b, B) < (a, a). Take u as the set of lower bounds of i(a, a),
and let y = i(b, B). It follows immediately that y € ¥ o®(u), thus y € u, and
therefore i(b, B) < i(a,a).
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2. Suppose that, for every y € D, there exist a, € D, a,b € D* such that:
(b,f) < (a,a) and i(a,a) <y <i(b,p). If y € u, then i(a,a) € u since u is an
initial segment, thus y € ¥ o ®(u).
Conversely, suppose u < VY o®(u) for every u € 2. Let y € D, and take u as the
set of lower bounds of y. Then y € ¥ o®(u), and hence there exist «, f € D and
a,be D* suchthat: y <i(b,f); (b, p) <(a,a);i(a,a) € u. Therefore, i(a,a) <7y.
Q.E.D.

We may give explicit definitions of ¥ and @ : let f € €(2,2) ; then
Y (f)=soi(tr(f)), thatis:

Y(f)={BeD; BaeD)FacD*) f<i(a a) and a € f(a)}.
Now let u, v € & ; then tr(®(u)) = ¢ (u) ; thus, by proposition 7.11 (where we take
X=¢pW):
®(u)(v)={feD;3Ibe D*, bc v, (b,P) € p(u)}, that is to say
®(u)(v)={feD;3Ja,be D*,Jae D, bcv, (b,P) < (a,a), i(a, a) € u}.
Now condition (b, ) < (a, @) may be written b > a and B < a. Since v is an
initial segment and b c v, we have b < v, and hence a c v. Finally :

®(u)(v)={feD; Qae D)Fae D*)acv, f<a, i(a,a) € u}.

The model defined by (2, ®, V) is a functional f-model if and only if ® o WV is the
identity function on 6(2,9), or, equivalently, @ o is the identity function on
F(D* x D) (since tr is an isomorphism).
Now, if X € #(D*x D), then w(X) ={8; (A(a,a) € X) B<i(a,a)}. Thus:
poy(X) ={(c,7);

(A(a,a),(b,B) € D*xD)(c,y) < (b,P), i(b,p) <i(a @) and (a,a) € X}.
Clearly, X c poy(X); @ow is the identity function if and only if, for every initial
segment X of D*x D :
(c,y)<(b,pB),i(b,p)<i(aa),and (a,a) e X = (c,y) € X.
By taking (c,y) = (b, B), and X as the set of lower bounds of (a, a), we see that
this condition can be written :

i(bp)<ila,a)= b P < (aa)

or, equivalently :
(b—p)<(a—a)=>b=aandf < a.
Let us notice that, if D # @, the f-model (2,®,Y¥) is non-trivial : indeed, it has
at least two elements, namely @ and D.
The model (2,®, V) is extensional if and only if we have, also, ¥ o ®(u) = u for
every u € 9. By applying lemma 7.12, we obtain the following conditions :
i(bf)<i(a,a)e (b,p)<(a,a)foralla,fe Danda,be D*;
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for every y € D, there exist a, f € D and a, b € D* such that
i(a,a) <y<i(bp)and (b, p) <(a,a).

Now, by the previous condition, we therefore have i(b, f) < i(a, a), and hence
Y <i(a,a) <vy.So we have proved :

Theorem 7.13. Let D be a countable preordered set, and i a function from D*xD
into D. Define ®:9 — €(2,9) and ¥ : €(2,2) — 2 as follows :
®(u)(v) (also denoted by (u)v)
={BeD; Aa=p)Fae D*)acvand(a— a) € u};
Y(f) (also denoted by Ax f(x))
={feD;(FaeD)Fac D*)f<(a— a) and a € f(a)}.

Then (2,®,V¥) defines a functional model of A-calculus, which is a f-model
(necessarily non-trivial) if and only if :
(b—PB)<(a—a)>b=z=aandB<a foralla,fe D anda,be D*.

(2,D,V¥) is an extensional f-model if and only if :
IL.Lb—-B)<a—a)ebzaandf<aforalla,feDanda,be D*.
2. For everyy € D, thereexista € D and a € D* such that
Yys(a—a)=<y.
In particular, if i is onto, and if condition 1 is satisfied, then (2,®,Y¥) is an ex-
tensional 3-model.

Non-extensional models (27 (w) and Engeler’s model)

Here we take D as any countable set with the trivial preorder :

a < f < a=p. Theinduced preorderon D*is: a<b < acb.

We have a = a for every a € D*.

Any subset of D is an initial segment, thus 2 = 22(D).

We take i as any one-one function from D* x D to D. Clearly, the following
condition holds : (b — ) < (a — @) = b= a and < a. We therefore have a
p-model of A-calculus.

Note that, in this case, the definitions of ® and WV are :

(wv={aeD;JaeD*,acvand (a— a)eulforall u,veP;
Axf(x)={a—a;aeD,ac D" and a € f(a)} for every f € €(2,9).

By lemma 7.12(1), this model does not satisfy the condition u > Wo®(u), so it
cannot be extensional ; indeed, this condition can be written :

bzaanda < = (b— B) <(a— a), orequivalently :

boaand a == b=aand a =, which obviously does not hold.
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We obtain Plotkin and Scott's model 22 (w) by taking D =N; i is the “ standard ”
one-to-one function from D* x D onto D defined by :

1
i(e,n) = E(m+n)(m+n+1)+n,where m= 22’“.
kee

Engeler’s model 2 4 is obtained as follows :

Let A be either a finite or a countable set, and D be the least set containing A
such that a € D, a€ D* = (a,a) € D (it is assumed that none of the members of
A are ordered pairs). The one-one function i : D* x D — D is defined by taking
i(a,a) =(a,a).

Extensional models

Theorem 7.14. Let D be a countable set, i a one-to-one mapping of D* x D

into D, and < a preorder on D such that :
b—PB)<gla—a)=>a<gbandpP <.

Then, there exists a preorder on D, which we denote by <, as well as its extension

to D*, with the following properties :

Df<pa=pP=<a.

ii)(b—-pB)<(a—a)eoa<bandpP=<a.

Remark. In view of theorem 7.13, we therefore obtain a non-trivial extensional §-
model. We have the following definitions for functions ® and ¥ in this f-model (u, v
range in 2, while f ranges in €(2,9)) :
d(wyv=(wv={aeD;JaeD*, acvand (a— a) € u};

Y(fl=sAxf(x)={a—a;aeD, ac D*, ac f(a)}.
Indeed, if f<a— aand a € f(a), then f=d — a’,witha< a' (thusac a’)and a’' < a.
Hence &' € f(a) and finally a’ € f(a’).
Proof of the theorem : let R be a preorder on D ; the corresponding preorder on
D* will be denoted by R*. Thus, by definition, for all a,be D* :

aR*be Vaea)(3Beb)aRpP.

Consider the following condition, relative to the preorder R :

(C) aR*band PRa= (b— P)R(a— «) foralla,be D* and a,B € D.

The intersection S of any set # of preorders which satisfy condition (C) still
satisfies (C) : indeed, if aS*b and B Sa, then, clearly, aR*b and B R «a for every
R e %. Hence, (b — B)R(a — a), and therefore (b — f)S(a — a).

This allows us to define the least preorder Ry on D which contains <( and sat-
isfies condition (C) (Ry is the intersection of all preorders which satisfy these
conditions ; there exists at least one such preorder, namely D x D). Now, since i
is one-to-one, we can define a binary relation Sy on D, by putting :
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(b — pB)So(a— a) < aRy band B Rya. Obviously, Sy is a preorder, because i is
one-one, and both Ry and R(’)k are preorders.
Now Sy < Ry, since Ry satisfies condition (C).
It follows immediately that S; = R;. Let a,b € D*, a, f € D be such that aS; b
and Sy a ; then we have a R b and 8 Ry «, and hence, by definition of Sy :
(b— B)So(a— a). Thus Sy satisfies condition (C).
Moreover, Sy contains < :
Indeed, if f <¢ a, then a = (@' — a') and B = (b' — B') ; by the hypothesis on
the preorder <(, we have a’ <o b’ and ' <¢ @/, and thus (b’ — ') So (@' — a') by
definition of S.
By the minimality of Ry, it follows that Ry < Sy, and therefore Ry = Sy.
Thus, by definition of Sy :

(b— P)Ry(a— a) < aRjband fRya.
So Ry satisfies conditions (i) and (ii) of the theorem, and can be taken as the
desired preorder <.

Proposition 7.15. Forall a, € D, we have < « if and only if there exist k = 0,
a,...,ag, by,...,bp € D* and o', B’ € D, such that a; < b; 1 <i<k), f <o a
anda = ay,...,ar—a', B=by,..., by — p'.

The notation ay, as, ..., ar — a' stands for a; — (ar — ... — (ap — a')...).
Remark. In case k = 0, we understand that the condition means < a.

Proof of the proposition : we still use the notation R for the preorder <.

We define a binary relation R on D by :

BRa < there exist k = 0, ay,...,a, by,...,bx € D* and a',f’ € D, such that
aiRybi1<i<k),p <soa’anda=a,...,ar—a',f=by,...,b— p.

We first prove that R is a preorder.

Let a, B,y € D be such that SR« and y R 8. Thus we have :

a=a,...,ar—a, B=by,...,bp— B, with a; Rj b;, ' <o @’ and

B = b’,...,bg —p", y=cy,...,c; =y, with b;.R{)" ci, Y <o

If I = k, then (using both expressions for §, and the fact that i is one-one) :
bi=by, ..., b= b;c and ' = b;ﬁl,...,b; — B". Since B’ <¢ a’, we have, by the
hypothesis on <( and the fact that i is onto :

a' =da...,a; — a" with " <o @”, and a; <o b (k+1 <i <) ; therefore
Y <oa”and a;Rjc;ifork+1<i<l.

Thus a = al,...,ak,a;Hl,...,a; —a"andy=cy,...,Ck, Cks1,-- 1 = Y.

Now b R; ¢;(1 <i<1)and a; R; b;, and thus a; R c; for 1 <i < k (since b} = b;).
It follows that y R a.

The proof is similar in case k = [.

We now prove that R c Ry ; if B R a, then we have :
a=ay,...,ar—a,B="by,....by— p,witha; Ry b; (1<i<k)and ' <o a’.
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We prove Ry a by induction on k : this is obvious when k = 0. Assume the
result for k—1; then " Rya”, with a" = ay,...,ar — o', " = ba,..., b — f.
Nowa =a; — a", B=b, — p",and a1 Rj b, B" Rya” ; thus B Ry a.
Finally, we prove that R satisfies condition (C) :
Leta,be D*, a,f € Dbesuchthat aR* band SR a. Since R c Ry, it follows that
aRj b. Now R a and therefore, by definition of R :
a=ay,..,ar— &, B=Dby,...bp— p, witha;R; b; (1 <i=<k) and ' <o a'.
Thus :
a—a=a,a,...,ar—a',and b— =Db,by,...,bry — p'. Now aR; b, and hence
(b— B)R(a— a).
Since R < Ry and R satisfies (C), we see that Ry = R : this is the expected con-
clusion.

Q.E.D.

Models over a set of atoms (Scott’s model 2°°)

Let A be a finite or countable non-empty set, the elements of which will be
called atoms. It is convenient to assume that no element of A is an ordered
pair. We define, inductively, a set D of formulas, and a one-to-one function
i:D*xD — D (i(a,a) will also be denoted by a — a) :

e Every atom « is a formula ;

Let a be a formula and a be a finite set of formulas ; then :

o Ifae A(aisanatom) and a = @, thenwetake  — a =i (@,a) = a.

o Otherwise, the ordered pair (a, @) is a formula, and we take :

a—a=ilaa) =(aa).
It follows that the atoms are the only formulas which are not ordered pairs.

Clearly, i is onto ; it is also one-one : if a — a = b — f, then, either the formula
a — a is an atom, and then a = b = @ and a = B, or it is not an atom, and then
(a,a) = (b, B).
Every formula a can be written in the form a = ay,...,ax — ay, where k=0,
ao € A, a; € D*. This expression is unique if we impose ay # @, or k =0. Thus
the other possible expressions for « are :

a=ai,...,aq,D,...,0 — qog.
The rank of a formula a, denoted by rk(«), is now defined by induction :
rk(a) = 0 whenever «a is an atom ;
rk(a— a)=1+sup(rk(a), sup{rk(&); ¢ € a}) if a # @ or a is not an atom.
We consider a preorder on A, denoted by <. We extend it to the whole set D by
defining < a by induction on rk(a) + rk(f), as follows :

Ifa,f e A, then < a is already defined.
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If rk(a)+rk(B) =1, thenwewritea=a— a', f=b— f/,andweput < «a
< f' < a’ and b = a (every element of a is smaller than some element of b).

Note that rk(a’) + rk(8') < rk(a) +rk(f) ; also b = a is already defined : indeed,
ifape aand By € b, then rk(ag) +rk(Bo) < rk(a)+rk(p).

From this definition of the preorder < on D, it follows that :
b—-pf<a—asb=zaandf=<a;

this shows that we have defined an extensional f-model of A-calculus (theo-
rem 7.13).

Remark. This model could be obtained by using theorem 7.14 :
define a <g ffora,Be D,by a=por (a,f€ Aand a < fB). It is easy to check that < is
a preorder and that (b — ) <o (a — a) > a<g b and 8 <¢ a.

4. Applications

In this section, we use the models over a set A of atoms defined page 124, taking
the trivial preorder on A (a < f © a = f3). In that case, the atoms are the max-
imal elements ; among the upper bounds of a given formula ay,...,ax — ap
(ap € A), there is one and only one atom which is ay.

Leta, f € D; then a and f are not <-comparable unless there is an atom greater
than a and .

If a = ay,...,ar — ap with ag € A,k = 0,a; # @, then a’ < a if and only if
a = a’l,...,a; —agp,with!=kand a; < aj,...,ax < a;c.

i) Embeddings of applicative structures

Theorem 7.16. Every applicative structure may be embedded in a model of ECL
(extensional combinatory logic, see page 99).

Let A be an applicative structure (that is to say a set together with a binary func-
tion). We will assume that A is countable (the results below may be extended
to the case where A is uncountable by means of the compactness theorem of
predicate calculus). We consider the functional f-model constructed as above
(page 124), with A as the set of atoms. We define j: A— Dand J: A— 92 by
taking, foreverya € A:

j(a) = {0} — a where o is some fixed element of A;

J@)={0eD; 3k=0)3ay,...,arc A d<{jla},....{jlap}— jlaay...ar)}.

Note that, if a,a1,...,ar € A, then aa; ... ar € A (Ais an applicative structure).

For every a € A, J(a) is clearly an initial segment of D.



126 Lambda-calculus, types and models

We have seen that ¥ = ¥ (D) is a model of ECL. Now we prove that J is the
desired embedding of A into 2.

J is one-one : indeed, we have j(a) € J(@) for every a € A (take k = 0 in the
definition of J(a)). Therefore, if J(a) = J(a'), then j(a’) € J(a) that is :
{o} —a' <{jla},....{jlap},{o} = aa;...af.
Now, since a’ and aa; ... ay are atoms, we have necessarily k =0 and a’ = a.
@) (@) c J(aa') :leté e (J(a)](a).
By theorem 7.13, there exists d < J(a') such that d — ¢ € J(a), that is :
d—¢<{jlan},... . {jlapy}—jlaay...ay).
If k=0,thend — ¢ < {0} — a; then o € d, which is impossible because o ¢ J(a).
If k> 1, then j(a;) € d, thus j(a;) € J(@'), hence a; = a’ (see above).
Thus ¢ < {j(az)},...,{j(ap)} — jlad'as...ay), and therefore ¢ € J(aa').

Jaa') c (J(@)J(a):
Ifée J(aa'), thené < {jlap},..., {jlap}— jlad'a;...ay).
Letd ={j(a")}; then d c J(a'). Moreover :
d—<¢<{jlah{jla},...{jla}— jladar...ar).
Therefore, d — ¢ € J(a) and it follows that ¢ € (J(a))J(a').
Q.E.D.

ii) Extensional combinatory logic with couple

Let £ be the language of combinatory logic (see chapter 6), with additional
constant symbols c, p1, p2. The term (c)xy is called the couple (or ordered pair)
X,y ; the term (p;)x(resp. (p2)x) is called the first (resp. the second) projection
of x.
We denote by ECLC (for extensional combinatory logic with couple) the fol-
lowing system of axioms, which an extension of ECL (extensional combinatory
logic, see page 99) :
ECL, (p1)(c)xy = x, (p2)(c)xy =y, ((c)(p1)x)(p2)x = x;
(p1)xy = (p1)(X)y, (p2)xy = (p2)(x)y.
The first three axioms mean that x (resp. y) is the first (resp. the second) pro-
jection of the couple (c¢)xy, and that each x is identical to the couple formed by
p1x, p2x. The last two axioms mean that, for every x, the function defined by
p1x (resp. p2x) is pyox (resp. p2ox).
As a consequence of these axioms, we have :

(©xyz=((c)(x)2)(y)z.
Indeed, according to the third axiom, it is sufficient to prove both :

(p)(©xyz = (p1)(()(x)2)(y)z and (p2)(c)xyz = (p2)((c)(x)2) () z.
Now we have : (p1)(c)xyz = ((p1)(c)xy)z (4th axiom) = (x)z (1st axiom)
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= (p1 ((c)(x)2)(y)z (1st axiom). Same proof for p,.
We also deduce :
pic=1,pc=0,(c)p1p2=1.

Indeed (p1c)xy = ((p1)(c)x)y (4th axiom) = (p1)((c)x)y (4th axiom)
= x (Ist axiom), and hence p; ¢ = 1 by extensionality.

Moreover, (cpip2)x = ((c)(p1)x)(p2) x (see above) = x (3rd axiom),
thus cp; p2 = I by extensionality.

Theorem 7.17.
ECLC has a non-trivial model (that is a model of cardinality > 1).

Consider an infinite countable set of atoms A, with the trivial preorder. Let
A = A U A, be some partition of A in two infinite subsets. Let D; (i = 1,2)
be the set of lower bounds in D of the elements of A;. Then D = D;uUD> is a
partition of D in two initial segments.
Let ¢; : A — Ay, @2 : A — A be two one-to-one mappings ; they can be ex-
tended to isomorphisms of ordered sets from D onto Dy, D, :
whenever a = ay,...,ar — ao (@ € A), take ¢,(a) = ay,...,ar — @1(ap) and
p2(a) =ay,...,ar — @2(ap).
Let ¥ = (D) ; the function (pl_l : P (D) — (D) maps & (D) into £ (D), since
1 is an isomorphism from D onto D;. Now this function is clearly o-c.i., so
there exists p; € 2 such that (p;)u = (pl‘1 (u) for every u € 2. Similarly, there is a
p2 €2 such that (p2)u = ¢, (w).
Also, we may define ¢ € ¥ such that (c)uv = ¢ (W) U2 (v) forall u,ve P :
indeed, since ¢; and ¢, are isomorphisms of ordered sets, ¢, (1) U 2 (v) is an
initial segment of D whenever u, v € 2. Thus, this function maps 2 x2 into 2,
and it is o-c.i. : this yields the existence of c.
We therefore have :

(p1)(Quv = (pl‘l (1 (1) U @2(v)) = u and similarly (p2) (c)uv = v.
Also, ((¢)(p1)w) (p2)u = @1 (7 W) U2 (@, u) = (N D) U(uN D) = u. Thus, the
first three axioms of ECLC are satisfied in the model under consideration.
Moreover, we have a € (pyu)v < (Jac v)(a — a) € p;u (theorem 7.13) ; now, by
definition of p;u, we have a € (p;u)v © (Ja c v)p(a — a) € u ; on the other
hand, ¢;(a — a) = a — ¢, (a) by definition of ¢,, and hence :
age(pi)ve Aacvia—pr(a)eu;
therefore, we obtain @ € (pyu)v < ¢1(a) € (u)v,i.e. x€ (Mu)v e ae (p[l((u) v),
and finally (p))uv = (p1)(w)v. This proves the last two axioms.

Q.E.D.

We now give a set of equational formulas, denoted by ECLC-, which axiomatize
the universal consequences of ECLC :
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ECL- (aset of equations which axiomatize the universal consequences of ECL,
see chapter 6, page 104) ;

AxAy(p)xy =AxAy x; AxAy(p2)xy =AxAy y; Ax((c)(p1)x)(p2)x =Axx;
AxAy(p1)xy =AxAy(p1)(x)y; AxAy(p2)xy = AxAy(p2)(x)y.

Clearly, these formulas are universal consequences of ECLC. Conversely, let .4
be a model of these formulas : since .4 satisfies ECL-, it can be embedded in a
model of ECL, which satisfies the last five axioms (these are equations involving
closed terms : since they hold in ./, they also hold in any extension of .#).
Thus . is embedded in a model of ECLC, and therefore it satisfies all universal
consequences of ECLC.

Theorem 7.18. ECLC is not equivalent to a system of universal axioms.

It follows that neither CL nor ECL are equivalent to systems of universal ax-
ioms, since ECLC is obtained by adding universal axioms either to CL or to
ECL.

Proof : it suffices to exhibit a submodel of the above model of ECLC, in which
the extensionality axiom fails.
With each formula a € D, we associate a value |a| € {0,1}, defined by induction
on the rank of a, as follows :

if a is an atom, then |a| =0;

if rk(a) = 1, say @ = a — 3, then we define |a| = inf{|y|; y € a} (note that |y|
is already defined since rk(y) < rk(a) ; also, if a = @, then |a| = 1). Then we
take |a| = |a| — ||, where € — €' is defined in the usual way for ¢,¢’ € {0,1} (| |
is already defined since rk(f) < rk(a)).

For every subset u of D (particularly for u € 2), we define |u| = inf{|a|; a € u}.
Lemma7.19. Ifa,f € D and a < 3, then|a| = |fI.

The proof is by induction on rk(a) + rk(f).
If a, B are atoms, thena < = a = .
Otherwise, we havea =a—a', f=b— f'.
Since a < 8, we have a = b and a’ < . Suppose |a| < |f], that is |a| = 0 and
|l =1; thus |al =1 and |a’| = 0. Since a = b, every element of b is smaller than
some element of a ; therefore |b| =1 (if b = @, this is obvious ; if b # @, it follows
from the induction hypothesis). Since | 8| = |b| — | /| = 1, it follows that |§'| = 1;
since a’ < f, we have, by induction hypothesis, |a’| = |f'|, and hence |a'| =1,
which is a contradiction.

Q.E.D.

Lemma 7.20. Let u € 9. Then |u|l =1 if and only if |[(wWv| =1 for everyv e P
such that|v|=1.
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Let u,v € 2 be such that |u| = |v| =1 ; we prove that [(W)v|=1:if @ € uv, then
acvanda— ac€u;thus|al=|a— a| =1, and therefore |a| = 1, by definition
of |la— «al.
Conversely, suppose that |u| = 0 ; then there exists a € u such that |a| = 0. Since
i is onto, we have @ = b — f forsome be D* and € D. Thus |b| =1 and |§| = 0.
Let v € 2 be the set of lower bounds of the elements of b. By lemma 7.19, we
have |v| =1; now f € (u)v since b < v and b — f € u. Since || = 0, we have
() v] =0.
Q.ED.

Lemma 7.21. Letue 2 and k e N. Then |u| =1 ifand only if [(Wvy...v| =1
forallvy,..., vy € D such that|vy|=...=|vg| =1.

This follows immediately from lemma 7.20, by induction on k.
Q.ED.

Lemma7.22. |[K|=|S|=|pi|l=Ip2l=lcl=1.

The considered model satisfies ECL, and therefore the axiom (K)xy = x. Thus
(Kuv=uforall u,ve 2. Hence, |u|=|v|=1= |(K)uv| =1 ; therefore, |K| =1,
by lemma 7.21.
Similarly, we have (S)uvw = (W) w)(v)w forall u, v, w € 2. If |u| = |v| = |w| =1,
then |((u) w) (v)w| = 1 by lemma 7.20, and hence [(S)uvw| = 1.
Therefore, |S| =1 (lemma 7.21).
Note that, for every formula @ € D, we have |a| = |@;(a)| = |p2(a)| : this is
immediate from the definition of ¢y, ¢, by induction on rk(a). Now, by def-
inition of p;, we have a € (p))u © ¢(a) € u, for every u € 2. Therefore, if
|lu| = 1, then |a| = 1 for every a € (p1)u, and hence |(p;)u| = 1. It follows that
Ip1l =1 (lemma 7.21). Similarly, |p2| = 1. Finally, for every formula « € D, and
all u,v e 9, we have a € (c)uv © a € ¢(u) or a € @,(v). If |u| = |v| =1, then
lp1 ()] = lg2(v)| = 1, and hence |a| = 1 for every a € (c)uv ; thus |(c)uv| =1,
and therefore |c| = 1 by lemma 7.21.

Q.E.D.

It follows that |#| = 1 for every closed term t.

Let Dy ={a € D;|al =1}; bylemma 7.19, Dy is an initial segment of D.

Then we define 9y c & by taking 9y = {u € 2 ; |ul = 1}. So 9 is the set of
initial segments of Dy. By lemma 7.20, 9y is closed under Ap ; by lemma 7.22,
it contains K, S, p1, p2, ¢. Thus it is a submodel of 2. We will see that & is the
desired submodel of 2.

We define a mapping ¢ : 2 — 2 by taking ¢ (u) = un Dy for every u € 9. Clearly,
@iso-ci.;let f =Axp(x) € D, therefore (f)u = un Dy for every u e 2.
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If I = Axx, then (f)u = (I)u = u for every u € 9y. By lemma 7.20, it follows that
|f1=1Il=1, and hence f, I € 9.
Now D € 2 (the whole set D is an initial segment), and (f)D = Dy # D = (I)D
(indeed, Dy contains no atom). Thus f # I, and therefore 9, does not satisfy
the extensionality axiom.

Q.E.D.

In fact, 9 does not even satisfy the formula Va(Vx(ax = x) — a = I). Therefore,
we have proved the following strenghtening of theorem 7.18 :

Theorem 7.23. The set of universal consequences of ECLC (and also, a fortiori,
of ECL) does not imply the formula¥a(Vx(ax=x) — a=1I).

Recall that the set of universal consequences of ECLC (resp. ECL) is equivalent
to the equations ECLC- (resp. ECL-) given above, page 127 (resp. in chapter 6,
page 104).

5. Retractions

Let 2 = .#(D) be a f-model of A-calculus. Given f, g € 2, we define :
fog=Ax(f)(g)xeD.

Clearly, o is an associative binary operation on 2. An element € € 2 will be

called a retraction if eoe = €. Then the image of ¢, which will be called a retract,

and will be denoted by Im(e), is the set: {u € 9 ; (e)u = uj.

Remark. Since (D) is a complete lattice and Im(e) is the set of fixed points of € (con-
sidered as a o-c.i. function from 2 to 2), we see that every retract is a subset of .# (D)
which is a complete lattice ; this follows from a theorem due to Tarski, which claims
that the set of fixed points of a monotone function on a complete lattice is a complete
lattice [Tar55].

For every retraction e, the retract Im(e) is a o-complete subspace of 2 : let u,
(n € N) be an increasing sequence in Im(e), and u = U,u, ; then u € Im(e)
(indeed, we have (¢) u = u since € defines a o-c.i. function on 2).

Moreover, it is easy to prove that, if €, (n € N) is an increasing sequence of re-
tractions, then also € = Uy€,, is a retraction (indeed, (f,g) — fog is a o-c.i.
function on 2 x2).

Proposition 7.24. Ife,c’ are retractions, then also
ex e = AxAf(()€)(x)1)(€)(x)0 and e~re" = AyAx(€)(y)(€)x = Aye'oyoe are
retractions.

Indeed, we have (e x €')(e x € )u = Af[(f)(€)(€ x € ul](e") (e x €') uO.
Now (e x €")ul = (€)(u)1 and (e x €')u0 = (¢')(u)0; thus (e x € ) (e x€u= (e xe)u
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for every u € 2. Therefore, (e x€')o (e x€') = Ax(e x €') (e x€') x = Ax(e x €') x. Now
Ax(e x €')x = € x € by definition of € x €'.
On the other hand, we have, forevery v e 2 :
(e~€") (e~€") v = Ax(€') ((e~€") V) (€) x ; now, for every u € 2 :
((e~€e)v)(©u= (") (v)(Ee)(e)u=(€)(v)(e)u. Thus
(e~€) (e~ v =Ax(E) () (v)(€)x = Ax(€) (v)(€)x = (e~€")v
for every v € 2. It follows that :
(e~€") o (e~€') = Ay(e~e€) (e~r€) y = Ay(e~e) y.
Now, by definition of e~+€’, we have 1y(e~€') y = e~s€’.
Q.E.D.

The retract Im(e x €') is the set of all “ couples ” Af(f)aa’ such that a € Im(e)
and a’ € Im(¢').

Proposition 7.25.
The retract Im(e~¢€") is canonically isomorphic with the space € (Im(€), Im(€'))
of o -c.i. functions from Im(e) to Im(e').

We now define two o-c.i. functions :

F:Im(e~€") — €(Ime), Im(e)) and G : €(Umle), Im(e)) — Im(e~¢€).
Whenever a € Im(e~€'), F(a) is the o-c.i. function defined on Im(e) by :
F(a)(u) = au. We do have au € Im(¢’) since a = (e~€')a = € caoe and hence
au = (¢')(a)(e)u. Clearly, F is o-c.i.

Whenever ¢ € € (Im(€), Im(e')), we define v € € (2,92) by taking v (x) = @(ex).
Then we put a, = Axy(x) and G(¢) =€'oayoe.

Thus G(p) = (e~€') ayp, and hence G() € 1 m(e~~€'). Moreover, G is o-c.i. since
it is obtain by composing o-c.i. functions.

We now prove that F and G are isomorphisms, each of them being the inverse
of the other.

G(F(a)) = aforeveryac Im(e~€') :

Let F(a) = ¢ ; then G(F(a)) = €' oa,oe. Now a, = Ax@(ex) = Ax(a)(€)x ; on the
otherhand, a =€’ oaoe since a € Im(e~¢') ; thus (a)(€)x = (¢') (a) (¢) x. It follows
that a, = Ax(€')(a)(€)x = €' cace = a. Therefore G(F(a)) =€ cace = a.

F(G(p)) = ¢ for every ¢ € €(Imf(e), Im(e) :
Let u € Im(e). We have G(¢) =€'oayoe, thus:
F(G(p) (1) = (€'cagpoe)u = (") (ay) (€)u = (€')(ay)u since (€)u = u. Now :
(ap)u = @(eu) (by definition of a,) = ¢(u), and (¢')(ay)u = (€)pu) = @)
since @ (u) € Im(€'). Thus F(G(¢))(u) = ¢(u) for every u € Im(e), and therefore
F(G(p) = ¢.

Q.E.D.
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Extensional f-model constructed from a retraction

Let e be aretraction # @, such thate = e~¢ ; take @' = Im(e) and &' = €(2',2").
We shall define an extensional -model by applying proposition 7.10. We first
notice that a,b € 2' = (a)b € 2'. Indeed, (e)ab = (e~€)ab = (€)(a)(e)b ; since
(€)a= a and ()b = b, it follows that ab = (¢)(a) b, and hence ab e 2'.

We define F: 2' — &' and G : &' — 2’ as in the proof of proposition 7.25,
with € = ¢/ = e~~€/. We have @' = Im(e~¢€) and F' = €(Im(e),Im(e)). Thus
F(a)(b) = (a)bforall a,be 2" and G(¢) =€o ap o€ = (€)ay, where a, = Ax p(ex).
We have seen that FoG is the identity function on €(2',2’) and that GoF is
the identity function on 2’. Thus, by proposition 7.10, we have an extensional
p-model of A-calculus.

In order to obtain a retraction € with the required properties, it is enough to
have a retraction €y # @, such that g < (€p~~€p).

Indeed, if F = Az(z~~2z) = AzAyAx(2)(y)(z)x, then €y < (F)ey ; then we define a
sequence €, of retractions by taking €,,+1 = €,~€,, = (F)e,. Thisis an increasing
sequence (easy proof, by induction on n). Let € = U,€, ; then € is a retraction
# @, and e~€ = (F)e = U, (F)e, = Up€pi1 =E€.

Example. Obviously, I = Axx is a retraction ; we have I~»1 = AyAx(I)(y)(I)x,
thatis I~»1 = AyAx(y)x. Consider a non-extensional model 2 = . (D) (so that
I # I~»1), in which the mapping i : D* x D — D is onto (for instance, the model
2 (w) defined above, page 121). Then, by lemma 7.12(2), we have u c Ax(u)x for
every ue 2. Thus lyy < Aydx(y)x (since ¢ <y = Ayp(y) < Ayy(y) whenever
©, v € €(2,2)). Therefore, I < I~~1 ; this provides a retraction € = I such that
€ = e~€. Thus Im(e) is an extensional f-model of A-calculus.

Models over a set of atoms

We consider an extensional model 2 = ./ (D) constructed over a set A of atoms
(see page 124). Let ¢y be the initial segment of D generated by the set {{a} — «a ;
acAl.If fe Dand ue 2, then:
PBeepus @bcu)b— feeye Fbcu,acA)f<ach

< (JaceAnu)f=<a.
It follows that egu = AN u (recall that this denotes the initial segment of D gen-
erated by An u).
Leta € A; then a € (eg)(eg)u © a € (eg)u < a € u. It follows that (eg)(eg)u =
(ep)u and hence €y is a retraction.
The retract Im(ey) is the set of all initial segments of D generated by the subsets
of A; this is a complete lattice which is isomorphic with the power set 22(A).
Let €, = €p~~€( ; we wish to prove that €y c €;. To do so, it suffices to show that
{a} - aee, foreverya e A. Leta = {a} ; then a € (eg)a (since {a} — a € €p) and
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a=(a)® (since @ = @ — a) ; thus a = (a)(eg) @. Finally, we have a € () (a)(€9) D ;
now since €; = AyAx(ep) (¥)(€9) X, we conclude that {a}, @ — a € €1, that is to say
{a} - aee;.

Now, consider the increasing sequence €, of retractions and the retraction :

€ = U,€, defined above. We therefore have € = e~e€.

Clearly, (eg)u c u for every u € 9, thus ¢y < I = Ax x (case of extensional models
in proposition 7.10).

We prove, by induction on n, that e, < I for every n € N : indeed, by induction
hypothesis, €,, < I ; thus €41 = €,~~€, < [~~»1 = AyAx(y)x = I since 9 is an
extensional model. Therefore €,,.1 < I. It follows that e < Ax x.

Lemma 7.26.
)IfaeDandrk(a) < n, then {a} — a)€e, ;
ie=Axx.

i) The proof is by induction on n.
If rk(a) =0, then a € A, and hence {a} — a € ¢.
Now let a € D be such that rk(a) = n+1 ; we may write @« = b — f, and put
a = {a}. We have b = {f,,..., Bi} ; by induction hypothesis, {;} — fB; € €, for
1 <i < k; it follows that (¢,,)b > b, and hence (¢,)b > b ; since €,, < Axx, we
have (¢,,) b = b. Now, clearly, B € (@)b, since b — f8 € a. By induction hypothesis,
(B} — B ey, thus B e (€,)(@)b = (€,)(a@)(e,) b. Therefore :
(a,b — B) € AyAx(€n)(¥)(€n)Xx = €p~r€y = €p41. Now a,b — = {a} — a ; this
completes the inductive proof.
ii) Since Ax x is the initial segment of D generated by the elements of the form
{a} — a, where a € D, we have € > Ax x, and therefore € = A x x.

Q.E.D.

Lemma 7.27. €, 0€,, = (€y+1)€m = €p, Where p = inf(m, n).

If n = m, then (e,)(€n)u = (€)(E€m)u = (€,,) U since €, = €,,. Now €, < Axx,
so we have (e;)(€,)u = (€,,)u. Thus, by extensionality, €,0€,, = €. The case
n < m is similar.
Now €41 = €,~~€,, and hence (€,+1)enu = (€,)(€,)(€,)u ; we have just seen
that the latter is equal to (¢,,) u if n = m and to (¢,,) u if n < m. The result follows,
by extensionality.

Q.ED.

Let 9, = Im(e,) € 9. By lemma 7.27, we have m = n = (e,)(€,)u = (e,)u.
Thus 2, is an increasing sequence of o-complete ordered sets (since they are
retracts). 9y is isomorphic with 22(A) and 9,,4, is isomorphic with € (2,,2,).
For every u € 9, let u,, = (e,)u. (uy) is an increasing sequence, u, € 9,, and
sup,, U, = u (we have sup,, €, = Ax x by lemma 7.26).
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Thus we have a structure in the model 2 which is similar to that of Scott’s
model 2°° (see [Bar84], [Hin86]).

Now let D, = {a € D; rk(a) < n} ; then we have Dy = A, (D;,) is an increasing
sequence and U, D, = D.
The next proposition describes the structure of spaces 2,,.

Proposition 7.28. i) Dy = A ; D, (with the preorder induced by D) is isomor-
phic with D}, x D, ;

ii) €, is the initial segment of D generated by {{a} — a ; rk(a) < n} ;

iii) 9, is the set of all initial segments generated by the subsets of Dy, ; it is iso-
morphic with & (Dy,).

Proof of (i) : if b — B, c — y haverank < n+1, then b,c € D;, and B,y € D, ;
moreover, (b— f)<(c—y)eobzcetf<sy<e (bp)<(cy)in D) x D,.
We prove (ii) by induction on 7. This is obvious when n = 0, by definition of €.
Forall e D, ue 2, we have: fee,u < Ibc u, b — B € €,. By induction
hypothesis, it follows that :
BeepueIbcu,Jae Dy,b— f<{a} —a<oJac D, B<a, acu(indeed,
b—pf<s{aj—aef<aetac b). Therefore, enu = D, N u (which proves part
(iii) of the proposition).
Now let B be an arbitrary element of €¢,,+; ; we are looking for some a € D1,
such that § < {a} — a. We may write = b,c — .
Since €41 = AyAx(e,) (y)(€,)x, we have y € (en)(l_9) (ep)c. Letd' = (e,)¢=DyNe.
Then y € (¢,,)(b)d’, thatisy € D, n bd'.
Hence y < § for some § € D, N bd'. Therefore, there exists d” c d’ such that
d" — & € b. Now d" is finite and d” c D,,n¢. Thus there exists some finite d
suchthatdcD,né¢andd" cd. Sincey<danddc ¢, wehavec—y<d—§;
nowd — 6 <d" — &, and hence d — 6 € b.
It follows that b,c — y < {d — 6},d — 6. Take a =d — 6 ; then a € D, (since
dcDyandé € Dy),and b,c — v < {a} — «a.
This yields the result, since f = b,c — .

Q.E.D.

6. Qualitative domains and stable functions

Let E be a countable set. A subset 2 of Z(E) is called a qualitative domain if :

i) for every increasing sequence u, € 2 (n€N), we have U,u, € Z;
ifueandvcu, then ve 9.

Let 9, be the set of finite elements of 2. Thus every element of & is the union
of an increasing sequence of elements of %.
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We define the web D of & to be the union of all elements of & : D is the least
subset of E such that 2 < &2(D). We also have D = {« € E; {a} € 9}.
Let 2,2’ be two qualitative domains, and D, D’ their webs. Then 2 x 2’ is a
qualitative domain (up to isomorphism), with web D& D’ (the disjoint union of
D and D', which can be represented by (D x {0}) U (D’ x {1})).
Let 2,92’ be two qualitative domains. A o-c.i. function f: 2 — 2’ is said to be
stableif and only if :
for every u, v, w € 2 such that u, v c w, we have f(unv) = f(u)n f(v).
We will denote by #(2,2’) the set of all stable functions from 2 to 2'.
Note that a o-c.i. function f is stable if and only if :
uvvey= funv)o f(wn f(v).

Let9y,...,9, 2 be qualitative domains, and [ :9; x... x 9 — 2 ao-c.i. func-
tion. Then f is stable (with respect to the above definition of the qualitative
domain 2; x...x 9;) ifand only if :
MUV ED,..., U UV E D=

flurnuvy,...,upnvg) = f(uy,...,u ) N f(vy,..., vg).
Clearly, every projection function p; : 9; x ... x 9, — 9;, defined by :

pi(uy,...ux) = u;
is stable.

Proposition 7.29.

i) Let fi: 2 — 2; (1 <i<k)bestable functions. Then the function :

[:9— D) x...xDy, defined by f(u) = (f1(w),..., fr(u)) forevery u € 2, is stable.
Iff:2—92 andg:2' — 2" are stable, then soisgo f.

i) Immediate, by definition of the qualitative domain 2; x ... x @y.

i) fuvv e, then f(unv) = f(u)n f(v); now f(u), f(v) c f(uuv), and hence

g(fwyn f(v) = g(f(w)ng(f(v). Therefore, g(f(unv))=g(f(w)ng(f@).
Q.E.D.

It follows from this proposition that any composite function obtained from sta-

ble functions of several variables is also stable.

Proposition 7.30.

Let 92,9’ be qualitative domains, D, D' their webs, and f : 9 — 2' a o -c.i. func-
tion. Then the following conditions are equivalent :

i) f is stable.

i) Ifue 2, ae D and a € f(u), then the set {v < u; a € f(v)} has a least ele-
ment vy.

i) Ifue 92, ae P, ais finite and a < f(u), then {v < u ; ac f(v)} has a least
element vy.

Moreover, if f is stable, then this least element vy is a finite set.
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It is obvious that (iii) = (ii). We now prove that (i) = (iii) : let f : 2 — 2’ be a sta-

ble function, u € 2, and a a finite subset of f(u). Then there exists a finite sub-

set v of u such that a c f(v) : indeed, u is the union of an increasing sequence

(uy) of finite sets, and a c f(u) = U, f(uy), thus a c f(u,) for some n. On

the other hand, if v, wcuand ac f(v), f(w), thenac f(v)n f(w) = f(vnw).

Therefore, the least element vy is the intersection of all finite subsets v < u such

that ac f(v).

Proof of (ii) = (i) : let f: 2 — 2’ be a o-c.i. function satisfying condition (ii),

and a, u,vbesuchthatuuveZand a € f(u)n f(v).

Let vy be the least element of {w c uuv; a € f(w)}. Since u and v are members

of this set, we have vg c u, v, thus vy c unv.

Since a € f(vp), we have a € f(unv), and therefore f(u)n f(v) c f(unv).
Q.E.D.

Let 2,92’ be qualitative domains, D, D’ their webs, and [ : 2 — 2’ a stable func-
tion. The trace of f, denoted by tr(f), is a subset of 2 x D', defined as follows :

tr(f) ={(a,@) €@y x D'; a € f(a) and a ¢ f(a'), forevery a’ c a, a’ # a}.

If ue2 and a € u, then a € f(u) © there exists a € 9, such that a c u and
(a,a) € tr(f). Therefore, a stable function is completely determined by its trace.
We define a binary relation < on #(2,2') by putting, for any two stable func-
tions f,g: 2 - 92', f<g < f(u) = f(v)ng(u) for all u,v € P such that u < v.
This relation is seen to be an order on (2, 2’), known as the Berry order. Thus,
if f < g, then f(u) c g(u) for every u € 2.

Proposition 7.31. Let f, g be two stable functions from 2 t09'. Then :
f<geu(f) ci(yg).

Suppose that f < g and (a,a) € tr(f). Then a € f(a) c g(a), and hence a € g(a).
Thus there exists @’ < a such that (d/, a) € tr(g).
Now f(a') = f(a)ng(a'), so a € f(a'), and hence a’ = a, by definition of tr(f).
Thus (a, @) € tr(g) and therefore tr(f) c tr(g).
Now suppose that tr(f) c tr(g), and let u,v € 9, uc v. If a € f(u), then there
exists a c u such that (a,a) € tr(f). Thus (a,a) € tr(g) and «a € g(a) c g(u).
Therefore a € f(v) N g(w).
Conversely, if a € f(v) N g(u), then there exist a < u, b < v, such that :
(a,a) € tr(g), (b,a) € tr(f). Thus (a,a),(b,a) etr(g) and aubc v e D.
It follows that a = b, hence (a, a) € tr(f), a € f(a), and therefore a € f(u).

Q.E.D.

Proposition 7.32. Let us consider two qualitative domains 2, %', and their webs
D, D'. Then the set of all traces of stable functions from @ to 2' is a qualitative
domain with web 2y x D'.
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Let f,, (n € N) be a sequence of stable functions, such that tr(f,) < tr(f,+1), and
therefore f,, < f+1. Define f: 92 — @' by taking f(u) = Uy, f,,(u) for every u € @
(note that f,,(u) is an increasing sequence in &). Then f is stable :
indeed, if uuv € 2, then f(unv) = U, fr(uNv) = U, (fL(WN (V) = fWn f(v).
Moreover, f, < f : if u < v, then f,(u) = f,(v) N f,(u) for every p = n, thus
fn(w) = fu(w) Uy, fp(u) = f(v) N f(w). Therefore U, tr(fy,) < tr(f).
Conversely, if (a,a) € tr(f), then a € f(a), and therefore there exists an integer
n such that a € f,,(a). Thus (d/, @) € tr(fy,) for some a’ < a. Since tr(f,) < tr(f),
we have (d/, a) € tr(f), and hence a = a'.
Thus (a, a) € tr(f,;) and therefore tr(f) c U,tr(f,,). Finally, tr(f) = U,tr(fy,).
Now let f € #(2,2') and X c tr(f). We prove that X is the trace of some stable
function g, which we define by putting :
a € g(u) © there exists a c u such that (a,a) € X.
Using proposition 7.30(ii), we prove that g is stable : let a € g(u) ; then (a,a) € X
for some a c u. If v c u and a € g(v), then (b,a) € X for some b c v. Now
(a,a),(b,a) € tr(f), and a,b c u, thus a = b. Hence a c v, and a is the least
element of theset {v e 2 ; a € f(v)}.
We have X = tr(g) : indeed, if (a,a) € tr(g), then a € g(a), thus (b, a) € X for
some b c a. So a € g(b), and hence a = b, by definition of tr(g). Therefore
(a,a) € X.
Conversely, if (a, @) € X, then a € g(a), thus (b, a) € tr(g) for some b c a.
It follows that (b, a) € X (see above).
Hence (a, a), (b, a) € tr(f), and therefore a = b, and (a, @) € tr(g).

Q.E.D.
In view of the previous proposition, the space .#(2,2’) of all stable functions
from 2 to 2’, equipped with the order <, may be identified with a qualitative
domain with web 2 x D' (note that 2y x D' is countable).

Proposition 7.33. Let us consider two qualitative domains 2, %', and their webs
D, D'. Then the function Eval: #(2,2') x 9 — 9', defined by Eval(f,u) = f(u),
is stable.

Letu,ve P, suchthatuvuve?, and f,g, he ¥ (2,2') such that :

tr(f)utr(g) = tr(h). We need to prove f(u)ng(v) c k(unv), where k € # (2,2

is defined by tr(k) = tr(f) Nntr(g).

Let a € f(u),g(v). Then there exist a c u, b < v such that:

(a,a) etr(f), (b,a) € tr(g). Thus (a, a), (b, @) € tr(h),and a,bc uuU v.

It follows thata=bcunvand (a, a) € tr(f) ntr(g) = tr(k). Thus a € k(unv).
Q.E.D.

Proposition 7.34.
Let 2,2',92" be qualitative domains, and f : 2 x 2" — 2" a stable function.
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Then the function Cury : 2 — #(2',2"), defined by Cury(u)(u) = f(u,u’) for
allue 2, u' € 2, is also stable.

Remark. The operation f — Cury is sometimes called “ curryfication ”.

We first prove that, if < v, then Curs(u) < Curs(v) : let v/, v’ € 2’ be such that
u' < v'; since f is stable, we have :
fu, V)nfv,u)= flunv,u' nv') = f(u,u). In other words :
Cur s (u) (v")N Cur s (v)(u) = Cur s (u) (1), which is the desired property.
Thus Cury is an increasing function ; it is also o-continuous : let u, (n € N) be
an increasing sequence in &, and u = U, uy,.
We need to prove that Cur ¢ (u) (1) = U, Cur s (u,) (1) for every u’' € 2, i.e. :
f(u,u’) = U, f(uy,, u'), which is clear, since f is o-continuous.
Finally, we show that Cury is stable : let u, v € 2 be such that uu v € 2. We have
to prove tr(Curf(u Nnuv))>o tr(Curf(u)) N tr(Curf(v)).
Let (a,a) € tr(Curf(u)) N tr(Curf(v)) ; we have :
a €Curp(u)(a) = f(u,a) and a € f(v,a).
Since f is stable, a € f(unv,a) = Curg(unv)(a). Thus there exists b < a such
that (b, a) € tr(Curp(unv)) < tr(Curs(u)). Since (a,a) € tr(Curs(u)), we have
b = a, and therefore (a, a) € tr(Cur ¢ (un v)).

Q.E.D.

The next proposition provides a new method for constructing f-models :

Proposition 7.35. Let 2 be a qualitative domain, D its web ; let :
D:F9D,9)—-D,¥V:9— F(D,9D) two stable functions.

Then 9 is a functional model of A-calculus. 2 is a f-model provided that ® oV

is the identity function on 9 ; in that case, the 3-model is extensional if and only

if Y o @ is the identity function on ¥ (9,9).

In order to define the functional model, we take &# = .#(9,9), and we take &
as the set of those stable functions from 2™ to 2 which depend only on a finite
number of coordinates.

Remark. More precisely, let f : 2N — 9 be a function which depends only on a finite
number of coordinates. Thus, we may consider f as a function from 2" to & for some
integer n ; we say that f € #* if, and only if this function is stable.

We put (u)v =®(u)(v) forall u,ve 2, and Ax f(x) = V(f) for every f € &.

Let Ap:9 x9 — 2 be defined by Ap(u, v) = (W) v; it is a stable function :
indeed, we have Ap(u, v) = Eval(®(u), v) (composition of stable functions Eval
and D).

We now check conditions 1, 2, 3 of the definition of functional models of A-
calculus :

(1) Every coordinate function x; is in #°° : already seen, page 135.
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) If f,ge F° then (f)ge F*:
Indeed (f)g is stable, since (f)g = Ap(f, g) is given by composition of stable
functions Ap, f, g.
B If f(x1,...,xp) € F°, then Ax; f € F°:
For simpler notations, we suppose i = n and we put :
g(xy,...,xp-1) = Ax, f(x1,...,Xn-1). We need to prove that g is stable. Now, if
ui,...,Un-1 € 9, then guy,..., uy-1) = ¥(Curs(uy,..., up-1)) (wWe consider f as
a stable function from 277! x @ to 2). Thus g is stable, since it is obtained by
composing the stable functions ¥ and Cury.

Q.ED.

Coherence spaces

A coherence space D is a finite or countable non-empty set, equipped with a
coherence relation denoted by = (a reflexive and symmetric binary relation) ;
a = Bshouldberead: “ a is coherent with 8 ”. If D, D are two coherence spaces,
then we can make of the product set D x D" a coherence space, by putting :
(@,a)y=(B,frea=a and =g

An antichain of D is a subset Aof D such thata,fe A, a=xf=a=p.

The set of all antichains (resp. all finite antichains) of D is denoted by /(D)
(resp. Ay (D)).

The space & = &/ (D) is a qualitative domain, with web D, called the qualitative
domain associated with the coherence space D. The set Yy = oy (D) of all finite
antichains of D is a coherence space, the coherence relation being :

a=be aube oy (D), forall a,b e oy(D).

Let D, D’ be two coherence spaces, and 2,92’ the associated qualitative do-
mains. It follows from the above properties that 2y x D’ can be considered as a
coherence space.

A qualitative domain 2, with web D, is associated with a coherence space if and
only if it satisfies the following property :

For every u c D, if every two-element subset of u isin 9, then u isin 9.

Indeed, if this property holds, then we may define a coherence relation on D
by putting: a = a’ © a =a’ or {a,a'} ¢ 2, for all a,a’ € D ; then it can be seen
easily that ¥ = & (D).

Proposition 7.36.

Let D,D' be two coherence spaces, 2 = </ (D), 2’ = o/ (D') the corresponding
qualitative domains. Then a subset X of the coherence space 2y x D' is an an-
tichain if and only if it is the trace of some stable function from 2 to 2'.

Let X be an antichain in 2 x D'. We define f : 2 — 2’ by taking :
a € f(u) < there exists a c u such that (a,a) € X (forallue 2, a € D').
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Then f(u) is an antichain of D" : if @, § € f(u) and @ = B, then there exist a, b < u
such that (a, @), (b, B) € X. Thus (a,a) = (b, B), and, since X is an antichain, we
have a =  (and a = b).
The function f is obviously o-c.i. We now prove that f is stable : if uvv € 2
and a € f(u)n f(v), then there exist a c u, b < v such that (a, a), (b, @) € X. Now
(a,a) = (b,a) since aU b € 9. It follows that a = b, and hence a c un v, and
a € f(unv) by definition of f. Thus f(u) N f(v) c f(unv).
Finally, X is the trace of f : if (a, @) € tr(f), then a € f(a), and hence (b,a) € X
for some b c a. Therefore, a € f(b), by definition of f, so b = a by definition of
tr(f). Thus (a,a) € X.
Conversely, if (a,a) € X, then a € f(a), and hence (b, a) € tr(f) for some b c a.
Then (b, a) € X, as proved above. Since (a, @) = (b,a) and X is an antichain, it
follows that a = b, and therefore (a, a) € tr(f).
Now let f: 2 — 2’ be a stable function. It remains to prove that tr(f) is an
antichain in @y x D'. If (a, @) = (b, ) and both are in tr(f), then au b € 2, and
a = f. Now a € f(a), f € f(b), and hence a, € f(aub). Since f(auU b) is an
antichain in D', we have a = 8. Therefore, (a,a), (b,a) € tr(f) and au b€ 2. Tt
then follows from the definition of tr(f) that a = b.

Q.E.D.

Therefore, for any two coherence spaces D, D', the space of all stable functions
from </ (D) to «/ (D) may be identified with < (2, x D'), where 9, = <#y(D).

Proposition 7.37. Let D be a coherence space, 9 = </ (D) the corresponding
qualitative domain, and 9y = «y(D). Let i be an isomorphism of coherence
spaces from Dy x D onto D. Then, with the following definitions, 9 is an exten-
sional B-model :

(Wv={aeD;Facv)i(a,a)€cu} forallu,veP;

Axf(x) ={i(a,a); a€ (D), a€ f(a) and a ¢ f(a') for everya' < a, a' # a} for
every f € £(92,9).

Define ® : 2 — .#(2,92) by taking, for every u € 2, tr(®(w)) = i (1) = {(a, ) ;
i(a,a) € u} which is an antichain in 9y x D', and therefore the trace of some
stable function from 2 to 2. Thus ® is an isomorphism of qualitative domains
from 2 onto ¥ (2,92). Now, define ¥ : ¥ (9,9) — 2 by taking ¥ (f) = i(tr(f)) =
{i(a,a); (a,a) € tr(f)} which is, indeed, an antichain in 2 (an isomorphism of
coherence spaces takes antichains to antichains). Then ® and ¥ are inverse
isomorphisms, so they are stable ; thus, it follows from proposition 7.35 that
2 is an extensional f-model of A-calculus. For all u,v € 2, we have (wW)v =
O(u)(v)={aeD;(aa)etr(®(u) forsomeac v} ={aeD;i(a,a) € uforsome
acuvl.
Q.E.D.
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Models over a set of atoms

Let A be a finite or countable non-empty set ; the elements of A will be called
atoms. We are going to repeat (see page 124) the construction of the set of “for-
mulas” over A, already used in the definition of Scott’s model. Here it will be
denoted by A, D being used to denote the coherence space which will be de-
fined after. So we suppose that none of the atoms are ordered pairs, and we
give an inductive definition of A and the one-to-one function i : A* x A — A
(i(a, ) will be denoted by a — «a) :

 every atom is a formula;

e whenever a is a finite set of formulas and « is a formula,ifa # @ or a ¢ A,
then (a, a) is a formula and we take a — a = i(a, a) = (a, a).

o ifae A thenwetake - a=1i(@,a) =a.

As above (page 124), we define the rank of a formula a € A, which is denoted by
rk(a). Let A,, be the set of all formulas with rank < n.

We now consider a coherence relation, denoted by =<, on A = Ag. Let Dy be the
coherence space therefore obtained. We define, by induction on 7, a coherence
space D, c A, : if ¢ € A, then a € D,, & there exist B € D,,_1, b € «/(Dy-1)
such that @ = (b — ). Thus the restriction of i to «/,(D;-1) x D, is a one-
to-one mapping of «,(D,-1) x D,_; into D,,. We define the coherence relation
on D, in such a way as to make of this mapping an isomorphism of coherence
spaces.

Now we prove, by induction on n, that D, is a coherence subspace of D,,;. If
n=0,then Ac Dj,sinceace A=>a=(®—a). If a,f € A, then a =  holds
in Dy if and only if (¢ — a) = (®» — p) holds in D;. Thus Dy is a coherence
subspace of D;.

Assume that D,,_; is a coherence subspace of D;. Then «/,(D;-1) x D, is a
coherence subspace of <, (D) x D,,. Since i is an isomorphism from «#,(D,) x
D,, onto D41, and also from «#,(D;_1) x D,,—1 onto D,, it follows that D, is a
coherence subspace of Dy, 1.

Now we may define a coherence space D as the union of the D,,’s ; i is therefore
an isomorphism of coherence spaces from «#,(D) x D onto D.

We will call D the coherence space constructed over the set of atoms (A, =). If
the coherence relation on A is taken as the least one (a = f © a = 8), then D is
called the coherence space constructed over A.

The qualitative domain 2 = «f (D) associated with D is therefore an extensional
p-model of A-calculus.
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Universal retractions

Let 2 be a -model of A-calculus. Recall that by a refraction in 2, we mean
an element € such that eoe = €. The image of ¢ is called the retract associated
with e.

The coherence models constructed above have a universal retraction :

this means that the set of all retractions of the model is a retract.

This final section is devoted to the proof of :

Theorem 7.38. Let p be a constant symbol added to the language of combinatory

logic, and UR be the set of formulas :
pop=p,;Vx[(px)o(px)=px];Vx[xox=x— px=x].

Then the system of axioms ECL + UR has a non-trivial model.

We shall prove that this system of axioms is indeed satisfied in the model 9 =
&/ (D), where D is the coherence space constructed over a set of atoms. This
result is due to S. Berardi [Bera91]. The proof below is Amadio’s [Ama95]. See
also [Berl92].

The first lemma is about a simple combinatorial property of any function f :
X — X, with finite range. The notation f” will stand for fo...of (f occurs n
times) ; f0 =1d.

Lemma 7.39. Let f : X — X be a function with finite range. Then there is one
and only one retraction in {f"; n = 1}.

Uniqueness : if both " and f" are retractions, then (f*)" = f™ (since n > 1),
and (f™)™ = f" (since m = 1). Thus f" = f".

Existence : let X, be the image of f". X, (n = 1) is a decreasing sequence of
finite sets, thus there exists an integer k = 1 such that X = X;, for all n = k. Let
fi be the restriction of f to Xi. Then fj is a permutation of X;, and hence (f)V
is the identity function on X if N = (card(Xy))!. It follows that £V is the identity
on Xi, thus so is fV*. Now the image of fV* = (f5)V is X} and therefore fN¥ is
aretraction from X into Xj.

Q.E.D.

Let 9y be the set of all finite elements of & (finite antichains of D). If f € 9,
then {fu; u € 2} is a finite set : indeed, if we put K¢ = {« € D; there exists a € 9
such that (a — a) € f}, then Ky is clearly a finite subset of D and, for every
u€9, fuisan antichain of K.

By the previous lemma, we may associate with each f € & a retraction py(f):
9 — 9, with finite range. Since po(f) = f", we have p(f) € Dy, and therefore
Po : 2o — Do.

Qo is an increasing function : let f,g € 9y, f < g ; then po(f) = f™, po(g) = g".
Now f™ = (f"™"c (g"™" =(g"™ = g since both f"" and g" are retractions.
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Now we may define p : 2 — 2 by taking p(u) = U;po(u;), where u; is any in-
creasing sequence in 9, such that u = U;u;. In order to verify the soundness
of this definition, let u; be any other such sequence ; then we have u; < u; for
a suitable j (since u; is finite), thus po(u;) < ujpo(u;.), and hence U;pg(u;) <
U jPO(u;-). We also have the inverse inclusion, since u; and u; play symmetric
parts.

Obviously, p : 2 — 2 is an increasing function ; moreover, it is o-continuous :
indeed, if u; (i € N) is an increasing sequence in &, and u = U; u;, then we may
take an increasing sequence v; of finite sets such that v; c u; and u = U;v;.
Then we have p(u) = U;po(v;), and hence p(u) € U;po(u;). Since p is increasing,
we obtain immediately the inverse inclusion.

Finally, p is a stable function from 2 to & : indeed, consider first f, g € 9 such
that f U g € 2y. We have po(f) = f™, po(g) = g" and po(fng) = (f N g)". Since
f™, g" and (f n g)P are retractions, and x — x™"” is a stable function (all func-
tions represented by a A-term are stable), we obtain :

(fngP =(fng)"P = fPngMP Now f"™P = f™ and g""P = g", thus
(fng)P=f"ng" thatistosay po(fNg) =po(f) Npo(g).

Now, let u, v € 2 be such that uu v € 2. Let u;, v; € 9y be two increasing se-
quences, such that u = U;u;, v = U;v;. Then we have p(unv) =uU;po(u;Nv;) =
Uilpo(ui) N po(v;)] (according to the property which was previously proved)
=U;po(u;) NU;po(v;) = p(u) N p(v).

Therefore, p € 2. Now we will see that p is a universal retraction.

Lemma 7.40. pop=p;(pu)o(pu) =pu foreveryuec2.

It can be seen easily that pgopg = po : if f € Dy, then po(f) = f™ for the least
m = 1 such that f™ is a retraction. Thus po(f™) = f™.
Now let u € & ; we have u = U;u;, where u; is an increasing sequence in 2.
Therefore : p(u) = U;po(u;) = U;jpo(po(u;)) = pop(u), since po(u;) is an increas-
ing sequence in 9 such that its union is p(u).
The proof of (pu)o(pu) = pu is immediate, since (pou;)o (pou;) = poli, and
(x,y) — xoyisao-c.i. function from 2 x 2 to 9.

Q.E.D.
We will now prove that ror = r = pr = r, that is to say that the image of p
contains all the retractions of 2. Let r be a retraction of 2, and r; € 9y an
increasing sequence such that r = u;r;.
We have p(r) c r: indeed, po(r;) = rf" crki = r. Thus p(r)=U;po(r)) cr.
So it remains to prove that r c p(r).

Lemma 7.41. Let a,u,r € 9 be such thatr =ror, ac ru and a is finite. Then
there exists a finite c € 9 such thatacrc,ccrc,cCru.
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Since r = ror, we have a c rru. According to proposition 7.30(iii), there exists
a least finite ¢ such that a < rc and ¢ < ru. Now, if we put d = rc, we have
rd =rrc=rc, thus a c rd ; on the other hand, c c ru, thus rc c rru, that is
d c ru. Since c is the least element satisfying these properties, we have c c d,
thusccre.

Q.E.D.

Lemma 7.42. Let a,r € 9 be such that ror =r, a c ra and a is finite. Then
ra=p(r)a.

We have a c ra = u;r;a, thus, for some iy, a c r;a holds for every i = iy. By
applying r; on both sides of this inclusion, we obtain :
acriac rizac...c rfac...

Now pq(r;) = rl.k" forsome k; = 1; thus r;a < po(r;)aforevery i = ij. It suffices to
take the limits to obtain ra c p(r)a. The inverse inclusion is immediate, since
p(ncr.

Q.ED.
Now we are able to complete the proof of theorem 7.38.
Take u € ¥ and a € 9, such that a c ru. By lemma 7.41, there exists ¢ € 9, such
that acrc, ccrcand c c ru. By lemma 7.42, we have rc = p(r)c and hence
acp(r)c.
Since c is finite and contained in r « and rc, there exists i = 1 such that c c r; u,
¢ c ric. By applying r; on both sides, we obtain ¢ c r;c c rl.zc c..crlcc
... Now pg(r;) = rl.k" for some k; = 1. Since ¢ < r;u, we have rl.k"_lc c rl.kiu =
p(rij)u c p(r)u. Thus ¢ c p(r)u. Since a c p(r)c and p(r) is a retraction, we
have a c p(r)op(r)u = p(r)u. Now a is an arbitrary finite subset of ru, and
hence we obtain ru < p(r)u. The inverse inclusion p(r)u c ru follows from
p(r) c r. Finally, p(r)u = ru, thus p(r) = r since u is an arbitrary element in 2
and 2 is extensional.
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Chapter 8

System F

1. Definition of system . types

In this chapter, we deal with the second order propositional calculus, i.e. the set
of formulas built up with :

e a countable set of variables X, Y,..., (called type variables or proposi-
tional variables)
« the connective — and the quantifier V.

Remark. We observe that the second order propositional calculus is exactly the same
as the set L of A-terms defined in chapter 1 (page 7), with simply a change of nota-
tion : — instead of application, V instead of 1. Indeed, we could define inductively an
isomorphism as follows (denoting by ¢4 the A-term associated with the formula A) :

if X is a type variable, then tx is X itself, considered as a A-variable ;

if A, B are formulas, then t4_pgis (f4)tg and tyx ais AX t4.
For instance, the A-term which corresponds to the formula :
VXVY(X,Y - X) > VZ(Z — Z)would be AXAY (X)(Y)X)AZ(Z)Z.
In fact, we are not interested in the A-term associated with a formula. We simply ob-
serve that this isomorphism allows us to define, for second order propositional calcu-
lus, all the notions defined in chapter 1 for the set L of A-terms : simple substitution,
a-equivalence, ...

Thus, let F, Ay, ..., Ar be formulas and Xj, ..., Xj. distinct variables. The for-
mula F<A;/Xj,..., Ax/ Xi>, obtained by simple substitution, is defined as in
chapter 1 (page 8), and has exactly the same properties.

We similarly define the a-equivalence of formulas, denoted by F = G, by
induction on F :

« if X is a propositional variable, then X = Gifand onlyif G = X ;
e if F= A— B, then F = G if and only if G = A’ — B’, where A = A’ and
B=B';

145
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eif F=VXA, then F=Gifandonlyif G=VY B and A<Z/X>=B<Z/Y>
for all variables Z but a finite number.

We shall identify a-equivalent formulas. Like in chapter 1, this allows the defi-
nition of substitution :

We define the formula F[A;/X;,..., Ax/ Xi] as F<A,/Xy,..., Ayl Xi>, provided
that we choose a representative of F, no bound variable of which occurs free in
Aq,..., Ap.

All the lemmas about substitution in chapter 1 still hold.

The types of system & are, by definition, the equivalence classes of formulas,
relative to the a-equivalence.

2. Typing rules for system &

We wish to build typings of the form I' -4 ¢ : A, where I is a context, that is an
expression of the form x;:A;,..., xx: Ak, where xi,..., x; are distinct variables,
Ay, ..., Ag, A are types of system &, and ¢ is a A-term. The typing rules are the
following :

1. If x is a variable not declared in T, then T', x: A4 x:A;

2If T, x:Atg t:B,then '+ Axt: A— B;

3.If T'tg t: AandT'Fg u: A— B,then I't4 (u)t:B;

4.1f Tkg t: VXA, then I'4 t: A[F/X] for every type F ;

5If T4 t: A then I' 4 t: VX Afor every variable X such that no type in T
contains a free occurrence of X.

From now on, throughout this chapter, the notation I' - #: A will stand for
I'kg tA.
Obviously, if I' F £: A, then all free variables of ¢ are declared in the contextI'.

Proposition 8.1. If T+ t:AandT cT’, thenT' |- t:A.

Same proof as proposition 3.3.
Q.ED.

Proposition 8.2.

LetT be a context, and x1,..., Xy be variables which are not declared inT.
IfTHti:A;A<i<k)and T, x1:A;,..., XA F u:B, then :

't ulty/xy,..., g/ x] : B.

In particular :

If x1,...,x¢ donotoccur freein u, and if T', x1: Ay, ..., Xx:Ax - w:B, then T+ u:B.

The proof is by induction on the number of rules used to obtain the typing I',
X1:A1,..., Xk Ar F u:B. Consider the last one :
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Ifitisrule 1, 2 or 3, the proof is the same as that of proposition 4.1.

Ifitis rule 4, then B = A[F/ X], and the previous step was :
[, x1:Ay,..., Xk Ax - u: VX A. By induction hypothesis, we get :
' ulty/xy,..., tx/x;] : YX A, and therefore, by rule 4 :
I'tulty/xy,..., t/x;] : A[F/X].

Ifitisrule5,then B=VX A,andT, x;: Ay, ..., X Ax F u:Ais a previous typing
such that X does not occur free in T, Ay, ..., Ax. By induction hypothesis, we get
' ulty/xy,..., tk/x¢] : A, and therefore, by rule 5, I' - u[#,/ x1, ..., ti/xx] : VX A.

Q.ED.

Lemma8.3. IfT+-t:VX;... VXA thenT Ft: A[B1/Xy,..., Bx! Xkl.

Indeed, suppose that X, ..., X} have no occurrence in By, ..., B (this is possible
by taking a suitable representative of VX ...V X} A).
Byrule4,wegetI't: A[By/Xi]...[Br/ Xkl.
Now A[By/X1]...[Br!/ Xkl = AlB1/Xj,..., B/ Xi] by lemma 1.13.
Q.ED.

The part of the quantifier V in system .7 is similar to that of the connective A in
system 2. The next proposition is the analogue of lemma 3.22 :

Proposition 8.4.
IfT,x:FlA1/Xy,..., A/ Xl Ft:B, then T', x : VX;.. VX FF t:B.

The proof is done by induction on the number of rules used to obtain :

Ix:F[A/Xy,...,Ax/ Xl -t B.

Consider the last one ; the only non-trivial case is that of rule 1, when ¢ is the

variable x. Then B=F[A;/X;,..., A/ Xi] and the result follows from lemma 8.3.
Q.E.D.

Notation.
Let I' be the context x;:A1,...,X,:A,. We define I'[B;/ X3,..., Bi/ Xi] as the con-
text x1: A1 [B1/Xq,...,Bi/ Xk, ..., xn: AplB1/ Xy, ..., B/ Xi].

Proposition 8.5.
IfTHt:A then T'[B1/Xy,...,Bi/ Xkl - t: A[B1/ Xy, ..., Bx! Xkl.

By induction on the length of the proof of I' - ¢ : A; we also prove that the length
of the proof of I'[B,/ Xy, ...,Bi/ X§l F t: AlB1/Xj,..., Bx/ X)] is the same as that
of '+ ¢t : A. Consider the last rule used.

The result is obvious whenever it is rule 1, 2 or 3.

If it is rule 4, then A = A'[C/Y] and we have a previous typing of the form
'+ t:VY A'. By induction hypothesis, we have :
I'B1/Xy,...,Bp/Xgl F t: VY A'[B1/Xq,...,Be/ Xi] (Y # Xi,..., Xk and Y does
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not occur free in By,...,By). Moreover, the length of the proof of this typing
is the same as thatof ' 1: VY A’.
Thus, by rule 4, we have :
['(B1/Xy,...,Bp!/ Xi ) Ft: A [B1/Xy,...,Br! Xi][C'1Y]
for any formula C’. Since Y does not occur free in By, ..., B, by lemmal.13, this
is equivalent to :
T[Bi/Xy,...,Bp/Xp] - 1: A'[B1/Xy,..., By Xy, C' 1 Y].
Now take C' = C[B;/Xy,..., Bx/ Xi]. Again by lemma 1.13, we have :
A'By/X1,...,Bel X5, C'1Y1= A'[CIY1[B1/Xy,...,Br/ Xkl = AlB1/ X1, ..., Bi/ Xx.
Hence I'[By/Xy,...,Bx/ Xl F t : A[By/Xy,...,Br/ Xk], and we obtain a proof of
the same length as that of I' - 7: A.
If it is rule 5, we have I' - ¢ : A’ as a previous typing, and A = VY A’, where
Y does not occur free in I'. Take a variable Z # X, which does not occur in
[, A, By,..., Bg. By induction hypothesis, we have :
IZ/Y]Ft:A” where A” = A'[Z/Y]. In other words, T+ ¢: A” (since Y does
not occur in I'). Moreover, the length of the proof is the same, so we may use
the induction hypothesis, and obtain :
T(Bi/Xy,...,Bp/Xpl - t: A"[B1/Xq,..., Bil Xl
Since Z does not occurin I, By,..., By, it does not occur in [By/Xj,...,Bi/ Xi] ;
therefore, by rule 5 :
I'B1/Xy,...,Bp/ Xi | Ft:YZA"[B1/Xq,...,Bi! Xi).

Now VZA"=VY A’ (lemma 1.10) = A ; hence:
VvZA"B/X3,...,Bi! Xi] = A[B11Xy,...,Br/ Xi], and therefore :
T[By/Xy,...,Br/Xp]l - £: AlB1/ X4, ..., Br! Xl

Q.E.D.
By an open formula, we mean a formula of which the first symbol is different
from V ; so it is either a type variable or a formula of the form B — C.

For every formula A, we denote by A° the unique open formula such that :
A=VYX..VX, A’ (neN).

This formula A° will be called the interior of A.

Let I" be a context (resp. F be a formula), Xj,..., Xj type variables with no free

occurrence inT (resp. F), and A a formula.

Any formula of the form A[B;/Xj,..., B/ X)] will be called a I'-instance of A

(resp. F-instance of A). Therefore :

IfA=VYX;...YX A% then any formula of the form A°[B,/X;,...,Br! X)) is an

A-instance of A°.

The next lemma is the analogue of lemma 4.2.
Lemma 8.6. Suppose thatT'-t: A, where A is an open formula.

i) if t is a variable x, then T' contains a declaration x : B such that A is a B-
instance of B.
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i) ift=Axu,then A=(B—C),andl',x:BFu:C.
i) ift = (wv, thenT' - u:C— B,TF v: C, whereB is such that A is al -instance
of B°.

In the proof of T' - £ : A, consider the first step at which one obtainsT' - ¢ : B, for
some formula B such that A is a T'-instance of B (this happens at least once,
for example with B = A). Examine the typing rule (page 146) used at that step.

It is not rule 4 : indeed, if it were, we would have obtained at the previous
step I' - ¢ : VXC, with B = C[U/X]. We may suppose that X does not occur in
I.

We have C = VX;...VX, C° where C° is an open formula ; thus CO is either a
variable or a formula of the form F — G.

If C° = X, then every formula (therefore particularly A) is a I'-instance of
C?; this contradicts the definition of B.

If C° is a variable Y # X, then B= C[U/X] =C, so B®=C° and AisaTl-
instance of C? ; again, this contradicts the definition of B.

IfC'=F— G,thenB=VYX;...VX, C°lU/X].

Now C°[U/X] = F' — G'is an open formula. Thus B® = C°[U/X]. Since A is a
I'-instance of BY, we have, bylemma 1.13:
A=BU/Z,,...,Uxl Z) = COLUI XU 1 Z4, ..., Uil Zi]

=C U,/ Zy,..., Ul Z, U' 1 X]
where U’ = U[U,/Z,,...,Ur! Z;). Now, by hypothesis, Z,..., Z; are variables
which do not occur in T, and neither does X. Thus A is a I'-instance of C°,
contradicting the definition of B.

It is not rule 5 : suppose it were ; then B = VX C, and therefore B® = C°.
Hence I ¢: C at the previous step, and A is a I'-instance of CY; this contradicts
the definition of B.

Now we can prove the lemma :

In case (i), the rule applied at that step needs to be rule 1, since ¢ is a variable x.
Therefore I' contains the declaration x : B, and A is a I'-instance of B°. Since
the formula B = VX; ...V X B appears in the context T', the free variables of B’
which do not occur free in I are X},..., X. Thus A is a B-instance of B°.

In case (ii), the rule applied is rule 2. Thus:

B=(C—D),andI,x:CFu:D.

Now B is an open formula, so A is a I'-instance of B°=B.

Hence, we have A=C’ — D/, with:

C'=C[Uy/Xy,...,Uxl/ Xiland D' = DU/ Xy, ..., Up! Xi].

By proposition 8.5, one deduces from I', x: C+ u: D that:

LU/ Xy,..., Ul Xgl, x: ClUVI Xy, ..., Ul Xl B u: DU/ Xy, ..., Ui/ X§l. Since
Xi,..., X donot occur in T, we finally obtain ', x: C'+u: D'and A=C'— D'.
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In case (iii), the rule applied at that step is rule 3 since the term ¢ is (u) v.
Hencel'+u:C— BandT+ v:C,so Aisa-instance of BY.
Q.E.D.

Theorem 8.7. I[f T+~t:Aandtft, thenT -1t : A.

Recall that ¢t means that ¢’ is obtained from ¢ by S-reduction.

It is sufficient to repeat the proof of proposition 4.3 (which is the correspond-
ing statement for system 2), using lemma 8.6(ii) instead of lemma 4.2(ii) and
proposition 8.2 instead of proposition 4.1.

Q.E.D.

Theorem 8.7 fails if one replaces the assumption ¢ f¢' with ¢ =4 ¢'. Take for
instance t = Ax x, ' = Ax(Ay x)(x)x ; then - 7 : X — X, where X is a variable. Yet
Ft': X — X does not hold : indeed, by lemma 8.6, this would imply :

x: XF Ayx)(x)x: X, and therefore x: X I (x)x : A for some formula A, which
is clearly impossible (again by lemma 8.6).

We shall denote by L the formula VX X ; thus we have I, x: L I x: A for every

formula A (rules 1 and 4, page 146).
We define the connective = by taking “A= A — L for every formula A.

Proposition 8.8.
Every normal term t is typable in system &, in the contextx, : L,...,xx : L, where
X1,..., X are the free variables of t.

Proof by induction on the length of t. Let I' be the context x; : L,...,x¢: L,
where x1,..., X are the free variables of .
If t = Ax u, then, by induction hypothesis, we haveI', x: L - u: A; thus:
I'Axu:1l— A
If t does not start with A, then t = (x1)t;1... £;.
By induction hypothesis, I' - ¢; : A;.
Ontheotherhand, I'+x7:1,s0T Fx;1: A44,...,A;, — X (rule 4).
Therefore, T+ ¢: X.
Q.E.D.

Nevertheless, there are strongly normalizable closed terms which are not ty-
pable in system & (see [Gia88]).

3. The strong normalization theorem

In this section, we will prove the following theorem of J.-Y. Girard [Gir71] :

Theorem 8.9. Every term which is typable in system & is strongly normalizable.
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We shall follow the proof of the corresponding theorem for system 2 (theo-
rem 3.20). As there, .4 denotes the set of strongly normalizable terms and .4
the set of terms of the form (x) ;... t,,, where x is a variable and f,...,f, € A
A subset & of A is A -saturated if and only if :

Axuwtty...t, € X whenever t € A and (u[t/x))t...t, € X.

We proved in chapter 3 (page 53) that (.4, .4") is an adapted pair, that is :

i) A is A -saturated ;

i) MM (N —HM); (M—>HN)cH.

An ¥ -interpretation .# is a mapping X — | X|.# of the set of type variables into
the set of A -saturated subsets of A4 which contain .Aj.

Let .# be an ./ -interpretation, X a type variable, and & an .4 -saturated subset
of A such that Ay c & < A. We define an 4 -interpretation ¢ = #[X — X
by taking Y| g=1Yls for every variable Y # X and X g =&.
For every type A, the value | Al # of A in an ./ -interpretation .¢ is a set of terms
defined as follows, by induction on A:

« if Ais a type variable, then |A| s is given with .# ;

e |A— Bl g =(]Als — |Blg), in other words :
foreveryterm t, t € |A — Bl g ifand onlyif (f)u € |B| 4 for every u € |Al s ;

¢ VX Alg =NlAlgix—a); X is A -saturated, Ny X < N},
in other words : for every term ¢, t € [VX Al s if and only if ¢ € |Al 4| x—2; for
every A -saturated subset & of A such that A)c %X c A

Clearly, the value |A| # of a type A in an A4 -interpretation .# depends only on
the values in .# of the free variables of A. In particular, if A is a closed type, then
| Al # is independent of the interpretation .#.

Lemma 8.10. For every type A and every /N -interpretation .%, the value | Al 5 is
an N -saturated subset of & which contains N.

The proof is by induction on A:

If A is a type variable, this is obvious from the definition of .4 -interpre-
tations.

If A= B — C, then, by induction hypothesis, Ay < |[Bly and |C|y < A
Therefore, |B — C|s = |Bly — |Clg € Ny — A . Now Ny — N < A (defini-
tion of the adapted pairs) ; hence |B — C|y < A
Also by induction hypothesis, we have Ay < |C|s and |B|y < A. It follows
that |B— C|y = (|Bly — |Clg) 2 N — Ay. Now N — Ay D A, and therefore
|B — Cl.g > M.

On the other hand, |A|.# = (|B|.# — |C|.¢) is A -saturated since |C| ¢ is (proposi-
tion 3.15).

If A=VXB, then VX B|ys c |Bly < A (by induction hypothesis) ; now

Mo < |B| ¢ for any A -interpretation ¢ (induction hypothesis), and therefore
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N < |IVX Bly. Finally, VX Bl ¢ is A -saturated, as the intersection of a set of
A -saturated subsets of A.
Q.E.D.

Lemma 8.11. Let A, U be two types, X a variable, ¥ an A -interpretation and
X =|Ulg. Then|AlU/X]|# =|Al g , where ¢ = F[X — X].

Proof by induction on A.

This is obvious whenever A is a type variable or A= B — C.

Suppose A=VY B (Y # X, and Y does not occur in U).

For each term t € A, we have :

i) t € VY BIU/X]|y if and only if ¢ € |[B[U/X]|.¢;y—a for every A -saturated
subset % of A such that /g% c A ;

ii) 1€ |VY B| g ifand only if ¢ € | B| #(y.—a) for every 4 -saturated subset % of A
such that Ay c % < A

Let #p=JY —¥]and ¢ = ZIY —¥]; then ¢ = F[X — X]since Y # X.
On the other hand, & = |U| s = |U| 4, since Y is not a free variable in U. Hence,
by induction hypothesis, |B[U/X]|.g, = |B| o Thus, it follows from (i) and (ii)
that VY B[U/X]|¢ =|VY Blog.

Q.E.D.

Lemma 8.12 (Adequacy lemma). Let.# be an A -interpretation.
Ifx1: Ay,...,xt ArFutAandti€|Aily A<i<k) then:
ulty/x1,..., t/xx) € Al s.

The proofis by induction on the number of rules used to obtain the given typing
X1:Aq,..., X, A B u: A. Consider the last one. If it is rule 1, 2 or 3, then the
proof is the same as for the second adequacy lemma 3.16.

Ifitis rule 4, then A = B[U/X], and we have :

X1:Ay,..., X A F u: VX B asaprevious typing.

By induction hypothesis, u[t,/x;,..., tx/xx] € VX Blg;

thus uln/x1,..., tx/ x¢] € |B| g, where ¢ = #[X — X, for every & -saturated
subset & of A such that /jc X < N,

By taking % = |U|y, we obtain |Bl 4 = |IBIU/X]|.#, in view of lemma 8.11.
Therefore ult;/x1,..., t/x;] € |BlU/ X]|.g.

Ifitis rule 5, then A=V X B, and we have a previous typing :
X1:A1,..., X A F u: B; moreover, X does not occur free in A;,..., Ay. Let &
be an A -saturated subset of A such that Ay c % < A, andlet ¢ = F[X — X].
Thus |A;l# = |Ail ¢, since X does not occur free in A;. Hence t; € |Ail ¢
By induction hypothesis, we have u[#,/xy,..., tx/x;] € |B| 7 and therefore :
ulty/x1,..., e/ xx) €|IVX Bl g.

Q.E.D.
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Now the proof of the strong normalization theorem easily follows :
Suppose x; : Ay, ..., Xk : Ax - t: Aand consider the A -interpretation .# defined
by taking | X|.» = A for every variable X. By lemma 2, we have Ay c |A;l.¢ , so
x; € |Ajl.#. Thus, by the adequacy lemma 8.12, t[x;/x1,..., X/ X;] = t € |Al 5.
Now |A] ¢y € A (by lemma 2), and therefore t € A.

Q.ED.

4. Data types in system &

Recall some definitions from chapter 3 :

A subset & of A is saturated if and only if (Ax u)tt;...t, € & whenever
(ult/xDty...th,eX.

An interpretation .# is a mapping X — | X|.# of the set of type variables into
the set of saturated subsets of A.

Let .# be an interpretation, X a type variable, and & a saturated subset of
A. We define an interpretation ¢ = #[X «— Z] by taking | Y| 7=1Yls for every
variable Y # X and | X| y = &

For every type A, the value |A| s of A in an interpretation . is a set of terms
defined as follows, by induction on A:

« if Ais a type variable, then | A| s is given with .7 ;

¢ |A— B|y =|Al¢s — |B|.g, in other words :
foreveryterm ¢, t€ |A— Bl ifand onlyif tu € |B| s forevery u e |Al s ;

o VX Aly =N{lAlgx—a); Z is any saturated subset of A},
in other words : for every term ¢, t € [VX Al s if and only if 7 € |Al 4| x—2; for
every saturated subset & of A.

Lemma 8.13 (Adequacy lemma). Let.¥ be an interpretation ;
ifx1:A1,...,xx A uAandti€|Ailg A<i<k), then:
ulty/x1,..., te/ xi) € |Al .

Same proof as above.
Q.E.D.

The value of a closed type A (that is a type with no free variables) is the same in
all interpretations ; it will be denoted by | Al.

A closed type A will be called a data typeif :

)IAl#0;

ii) every term ¢ € | A| is -equivalent to a closed term.

Condition (ii) can also be stated this way :
ii’) every term t € | A| can be transformed in a closed term by f-reduction.
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Indeed, if (ii) holds, then =~z u for some closed term u ; by the Church-Rosser
theorem, ¢ and u reduce to the same term v by -reduction. Now -reduction
applied to a closed term produces only closed terms. Thus v is closed.

Proposition 8.14. The types :
Id =V X(X — X) (identity type) ;
Bool =V X{X, X — X} (Booleans type) ;
Int=VX{(X — X) — (X — X)} (integers type)
are data types. More precisely :
telld e t=gAxx;
t€|Booll & t=gAxAyxort=gAxAyy;
te|lntl & t=g AfAx(f)"x for some integer n ort =g Af f.

Note that, in view of the adequacy lemma 8.13, we have the following con-
sequences :

If -r:1d, then  ~5 Ax x.

If - 1:Bool, then t =g AxAy xor t =g AxAy y;

If - ¢:Int, then £ =g A fAx(f)" x for some integer nor r =g Af f.

Proof of the proposition : we first show the implications =.

1. Identity type :

Let ¢ € |Id| and x be a variable of the A-calculus which does not occur in ¢ ;
we define an interpretation ¢ by taking | X|s = {r € A; T =g x} for every type
variable X. Since ¢ € |Id|, we have ¢t € | X — X]|. Now x € | X]|, so (#)x € | X|, and
therefore (f)x ~g x. Thus ¢ is normalizable (¢ ~g, Axx). Let t' be its normal
form;then t' = Axy... Ax, ()11 ... ty.

If m=0, then (t)x =g (y)u1 ... u,x, where y' is a variable. This term cannot be
equal to x, so we have a contradiction.

If m = 1, then we have ¢’ = Axu. So (') x = u ; therefore u =g x, and ' =5 Ax x.
Since t’' is normal, ¢’ = Ax x.

2. Booleans type :

Let ¢ € |[Bool| and x, y be variables of the A-calculus which do not occur in ¢ ;
we define an interpretation .# by taking |X|s = {T € A; T =g x or T =4 y}. Since
t € |Bool|, we have ¢ € | X, X — X|. Now x,y € |X], so (f)xy € |X]|, that is, for
instance, (f)xy =g x. Thus t =g, AxAyx, and ¢ is normalizable. Let t' be its
normal form ; then t' = Ax;...Ax,,(2) 11 ... ;.

If m=0orl,then (t)xy =g (z)u;...upxy or (z)uy...u,y, where z' is a vari-
able. None of these terms can be equal to x, so we have a contradiction.

If m =2, then we have t' = AxAy u, thus (£)xy =g u.

Therefore u =4 x and ¢ =5 AxAy x. Since ¢’ is normal, ' = AxAy x.
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3. Integers type :

Let t € |Int| and f, x be variables of the A-calculus which do not occur in ¢ ; we
define an interpretation .# by taking |X|s = {1 € A; T =4 (f)kx for some k = 0}
for every type variable X. Thus x € | X| and f € | X — X]|.

Since ¢ € |Int|, we have ¢ € [(X — X),X — X|. Thus (#)fx € |X|, and hence
(Ofx=p (f)kx. It follows that ¢ ~g, Afxlx(f)kx, so t is normalizable. Let ¢’
be its normal form ; then t' = Axy...Ax,, (N ... ty.

If m =0, then (¢') fx =g (y")uy ... u, fx, where y' is a variable. This term cannot
be equal to (f)*x, so we have a contradiction.

If m =1, then we have t' = Af())t1...t,. So (£)fx =g (y)t1...txx. Since this
term needs to be equal to ( f)kx, we necessarily have y = f and n = 0 ; thus
t=Aff.

If m > 2, then we have t' = AfAxu ; so (') fx =g u. Therefore u =g (f)*x and
t'=p AfAx(f)¥x. Since t' is normal, we conclude that ' = A fAx(f)*x.

Now we come to the implications <. We shall treat for instance the case of the
type Int. Suppose t =g Af f or t ~g AfAx(f)kx for some k = 0. In system 2Q,
we have Fgg Af f: (X — X) — (X — X) and
Faa AfAX(H)Ex: (X = X) — (X — X).
Thus, by theorem 4.7, we have Fgq f: (X — X) — (X — X). In view of the
adequacy lemma for system 2Q) (lemma 3.5), we have :
te|(X - X) — (X — X)|.¢ for every interpretation .#.
Hence t € [VX{(X — X) — (X — X)}| = |Int|.

Q.E.D.
We can similarly define the type VX{(X — X), (X — X), X — X} of binary lists
(finite sequences of 0’s and 1’s), the type V X{(X, X — X), X — X} of binary trees,
etc. All of them are data types.
In the next section, we give a syntactic condition which is sufficient in order
that a formula be a data type (corollary 8.19).

The type Int — Int (of the functions from the integers to the integers) is not a data
type.

Indeed, let { = AnnI0y where y is a variable and I = Axx. Then ¢ is a non-
closed normal term, so it is not -equivalent to any closed term.

Now ¢ € |Int — Int| : suppose v € |Int|, then v is -equivalent to a Church nu-
meral, and therefore {v ~g Ax x € |Int].

Indeed, even the type Id — Id is not a data type : apply the same method to
§'=Af foy.

The next proposition shows that it is possible to obtain new data types from
given ones :

Proposition 8.15. Let A, B be two data types. Then the types :
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ANB:VYX{(A B— X)— X} (product of A and B) ;
AV B:VX{(A— X),(B— X)— X} (disjoint sum of Aand B) ;
LIA]:VX{(A, X — X), X — X} (type of the lists of objects of type A)
are data types. More precisely :
Ifte|ANB|, thent =g Af(f)ab, whereac€ |A|l and b € |B]|.
Ift € |AV B|, then either t ~g AfAg(f)a for some a€ |A| ort =g AfAg(g)b for
someb € |B|.
Ift € |L[All, then either t =g AfAx(fa1)(faz)...(fan)x, wheren =0 and a; € | A|
forl<isn,ort=gAf(f)a forsomeac|A|.

Remark.

The term AfAx(fa1)(fap)...(fa,)x represents the n-tuple (ay, ..., a,) in the A-calcu-
lus ; if n = 0, this term is A fAx x which represents the empty sequence ; if n = 1, the
one element sequence (a) is represented either by A fAx(f a)x or by A f(f)a which are
n-equivalent.

Product type :

Let t € |[AA B| and f be a variable with no free occurrence in ¢. Define an inter-
pretation .# by : |X|s ={r € A; T =g (f)ab for some a € |A| and b € |B|}. Then
fe€elAB— X|yg;since t € |(A, B — X) — Xl|.g, we see that () f € | X|y. Thus
there exist a € |A|, b € |B| such that (¢) f =g (f)ab. It follows that ¢ is solvable ;
let ¢’ be a head normal form of t.

If ¢ starts with A, say t' = Af u, then (1) f =g (t')f =g u, and therefore u =g
(f)ab. Hence t =g t =g Af(f)ab, which is f-equivalent to a closed term since
so are a and b, by hypothesis.

Otherwise, t' = (x)t1...t,, thus (£)f =g (X)t1...taf =5 (Of =p (f)ab. Now
(X)t1...tof =p (f)ab, so we have n =1 and b =g f. But this is impossible since
b is f-equivalent to a closed term.

Disjoint sum type :

Let t € |AV B| and f, g be two distinct variables which do not occur free in .
Define an interpretation .# by :

|Xly ={te A;T=p(f)aforsome ac|A| or T~4(g)bforsomebe|Bl|};

then fe|A— X|yand g€ |B— X|y.

Since t € |(A — X),(B — X) — X|¢, we can see that (¢) fg € | X|#. So we have,
for instance, (¢) fg =p (f)a for some a € |Al. It follows that # is solvable ; let t
be a head normal form of t.

If ¢’ starts with at least two occurrences of A, say ' = AfAgu, then we have
(1)fg =p (t)fg =p u, and therefore u =45 (f)a. Thus t =g t' =5 AfAg(f)a,
which is $-equivalent to a closed term since so is a, by hypothesis.

If ¢’ starts with only one occurrence of A, then t' = Af(x)#;...t, (x need not be
distinct from f) ; thus (t') fg =g (X)u;...ung =5 (1) fg =p (f)a.
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Now (x)u;...ung =g (f)a, so we have n =0 and a ~g g. But this is impossible
since a is f-equivalent to a closed term.
If ¢’ does not start with A, then ¢’ = (x) £ ... 1, ; S0 we have :
(fg=pt1...tnfg=p (D fg=p (fa.
It follows that (x)#1... 7, fg =g (f)a, but this is impossible : the head variable
has at least two arguments in the first term, but only one in the second.
List type :
Let t € |L[A]| and f, x be two variables which do not occur free in ¢. Define an
interpretation .# by :
1 X|ly ={te \sT=g(fa))(faz)...(fan)x, withn=0and a; € | Al}.
Then f € |A, X — X|y and x € |X|s ; since t € |(A, X — X),X — Xl|.¢, we get
() fxelX|g. Sowehave (1) fx=p (fa1)(faz)...(fan)x. It follows that ¢ is solv-
able; let t' be a head normal form of .
If ¢’ starts with at least two occurrences of A, say ' = AfAxu, then we have
(Ofx=g (" fx ~g u, and therefore u =g (fa1)(faz)...(fan)x.
Thus t =g t' =g AfAx(fai)(fap)...(fa,)x, which is a closed term since so are
the a;’s, by hypothesis.
If ¢’ starts with only one occurrence of A, then t' = Af(y)t; ... t,, (y may be equal
to f); thus:

(A fx=pWur...upx=p () fx=p (fa))(faz)...(fan)x.
So we have (y)uy...unx =g (fa1)(faz)...(fay)x, and therefore y = f, n=1
and u; =g a; (in both terms, the head variable is the same and its arguments
are §-equivalent). It follows that t =5 t' =5 A f(f) ;.
If ' does not start with A, then ¢’ = (y) 17 ... ,;, so we have :
(" fx =g(Nh...thfx=p () fx=g(fa))(faz)...(fay)x. Therefore :
Wt...tafx =g (far)(faz)...(fay)x ; as before, it follows that n =0, y = f,
and a, = f ; but this is impossible since, by hypothesis, a,, is f-equivalent to a
closed term.

Q.E.D.

Proposition 8.15 gives some particular cases of a general construction on data
types, which will be developed in the next section (theorem 8.28). Let us, for
the moment, consider one more instance.

Proposition 8.16.
For every data type A, the type BT[A] =VX{(A X, X — X),X — X} isalso a data
type, called the type of binary trees indexed by objects of type A.

Let of = {t € A; there exists a € |A| such that t =g a}. Thus o/ # @ and every
element of «/ is 3-equivalent to a closed term.

We choose two distinct variables f, x, and we define ¢, as the least subset of
A with the following properties :
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(%) x€&fy;ifae s and t,ue Ery, then (fa)tue Eyy.

In other words, &y, is the intersection of all subsets of A which have these prop-
erties. It follows that :

If 7 € &¢y, then
T is f-equivalent to a term which has the only free variables f, x ;
if T # x, then f, x are freein 7 ;
either7=x,or7=(fa)tuwithae o/ and t,u € Ery ;
if 7 f7’ then 7’ € &y,.

Indeed, the set of A-terms which have these properties has the properties (x).

Proposition 8.17 below shows, in particular, that every term in |[BT[A]| is f-
equivalent to a closed term. This proves proposition 8.16.
Q.E.D.

Proposition 8.17. Ift € |BT[A]| and f, x are not freein t, then thereisa 7 € &y
suchthattpAfAxt.

Remark. The terms of the form AfAx7, with 7 € &¢,, are exactly the A-terms which
represent binary trees indexed by elements of <.

We define an interpretation .# by setting, for every type variable X :
|X|.# =1{¢ € A; there exists T € &7y such that { 7}.
Then, by definition of &¢,, we have: x€|X|sand f€|A, X, X — X| .
Since € |(A, X, X — X), X — X|.¢, we get (1) fx €|X|.¢. In other words :
(t) fx Bt for some T € Efy.
Since every element of &, is a head normal form, it follows that  is solvable ;
thus, t B t' where t' is a head normal form of ¢.
If ¢’ starts with at least two occurrences of A, say ' = A fAxu, then we have
(O fx B () fxPBupPte&ry. Therefore, t ft' BAfAXT.

If ¢’ starts with only one occurrence of A, then t' = Af(y)f, ... t;, for some vari-
able y; thus (1) fx B () fxB(t1...tax BT EEfy.

Since 7 =g (y)#1 ... tpx, we cannot have 7 = x. Therefore, 7 = (fa)uv with a € of
and u,v € &¢,. Now, we have (y)t;...1,x f (f)auv and therefore y = f,n =
2,hfa,t,puand v =x. Thus, t B t' BAf(f)au with u € &r,. But x is free in
u € &y, and therefore is also free in ¢, which is a contradiction.

If ¢’ does not start with A, then t' = (y)#;... t,, so we have :
O fx BV fx B Wt...thafx BT € Efx. Thus T # x, so that 7 = (fa)uv with
a€ o/ and u, v € &fx. Therefore y = f and it follows that f is free in ¢'; thus, f
is also free in t (because t § t'), which is a contradiction.

Q.E.D.
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5. Positive second order quantifiers

We define formulas with positive (resp. negative) second order quantifiers, also
called V*-formulas (resp. V™ -formulas), by the following rules :

Every type variable is a V* and V™ -formula.

If Aisa V™' -formula, then VX Ais also a V' -formula.

If Ais V™ (resp. V") and Bis V* (resp. V™), then A— Bis V* (resp. V7).
Remark. Every quantifier free formulais V* and V™.

There is no closed V™~ -formula.

We shall now prove the following :

Theorem 8.18. If A is a closed V™ -formula and t € | A|, then t is B-equivalent to
a normal closed A-term.

Corollary 8.19. Every closed V" -formula which is provable in system F is a data

type.

Let A be such a formula. By theorem 8.18, every term in |A| is =g to a closed
term ; so we only need to prove that |A| # @. But, since A is provable in sys-
tem %, there is a A-term ¢ such that + ¢: A. By the adequacy lemma 8.13, we
deduce that r € | A|.

Q.ED.

In order to prove theorem 8.18, we need to generalize the notion of “value of a
formula”, defined page 153.

A truth value set is, by definition, a non empty set V of saturated subsets of A,
which is closed by — and arbitrary intersection. In other words :

V#£@; X eV =>Xisasaturated subset of A ;

« the intersection of any non empty subset of Visin V;

X WeV=> (X - eV.
For example, the set V, of all saturated subsets of A is a truth value set ; other
trivial examples are the two-elements set {®#, A} and the singleton {A}.
A V-interpretation . is, by definition, a mapping X — |X |¥ of the set of type
variables into V.
Let .# be a V-interpretation, X a type variable and & € V. We define a V-
interpretation ¢ = .#[X — ] by taking |Y|¥z = |Y|Y, for every type variable

Y #X,and |X|'y = .
For every type A, the value |A|¥ of Ain a V-interpretation .# is an element of V
defined as follows, by induction on A:

« if Ais a type variable, then |A|¥ is given with .# ;
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«|A— Bl =AY, — IBI%, in other words :

foreveryterm ¢, t€ |A — Blﬂ ifandonlyif fue IBI(\; forevery ue IAI(\; ;
o VX AI% = ﬂ{lAly[Xh%]; % €V}, in other words :

foreveryterm t, t € IVXA% ifand onlyif r € IAI%X‘_%] for every & € V.

Remarks.

i) The value |A| » of a formula, defined page 153, is the particular case when the truth
value set is the set V; of all saturated subsets of A.

ii) The value IAly does not really depends on the interpetation .#, but only on the re-
striction of .# to the set of free variables of A. In particular, if A is a closed formula, this
value does not depends on .# at all and will be denoted |A|Y.

Lemma 8.20. LetV c W be two truth value sets and .¢ a\V-interpretation. If A
isa V™ (resp. aV~)-formula then | Al < |AlY, (resp. |AlY, < |Al'%)).

Proof by induction on the length of the formula A. The result is trivial if A is a

variable, because we have |A|¥ = IA@.

If A=B— Cand Ais V", then Bis V™ and C is V*. By induction hypothesis, we
Y w w \Y

get |Bl, < |Bl; and ICl; < ICl .

It follows that |B — C|%j < |B— C|", which is the result.

If A= B — Cand Ais V7, the proof is the same.

If A=VXBand Bis V*, then | Al = N{IBIY x4 % € V} and

IA@ = ﬂ{IBI%X(_%]; Z € W}. By induction hypothesis, we have :

W
lBlﬂ[Xh%]
Q.E.D.

c |B|‘\}[X4_%] : now, since V < W, it follows that IAlﬁ c |A|¥.

Corollary 8.21. If A is a closed ¥ -formula, then |A| c |A|V for every truth value
setV.

Immediate from lemma 8.20, since |A| = |A|Y? and V c V, for every truth value
set V.
Q.E.D.

Consider now the pair (Ap, A) of subets of A defined page 47 :

N is the set of all terms which are normalizable by leftmost -reduction ;
M={x)H...ty,;neN, f,...,t, € N}

We putV ={%¥ c A; & is saturated, Ny c X < N}.

Lemma 8.22. V is a truth value set.

V is obviously closed by arbitrary (non void) intersection. Now, if &,% € V, we
have Ay c X ,% < A and therefore :
(N — M) < (X — %) c (N — A). But we have proved, page 47, that (A, A)
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is an adapted pair, and therefore that Ay c (A — Ap) and (A — A) c A Tt
follows that Ay < (X — %) c N
Q.ED.

We now choose a fixed A-variable x ; let A, < A be the set of A-terms the only
free variable of which is x (every closed term is in A). We put :

N ={te A; Que Ay) t reduces to u by leftmost S-reduction}

N =)t ... ty; neN,1y,..., 1 € N

Lemma 8.23.
i),/tf()xcwx; ii)%XC(JVx—»J%x); iii)(«/Vox—n/Vx)Cg/Vx.

Remark. This lemma means that the pair (%X,JV *) is an adapted pair, as defined
page 46.

i) and ii) follow immediately from the definitions of A4™* and .A{".

iii) Let ¢t € (,/Vox — N*%); since x € ,/VOX, we have tx € A%, so that tx reduces
to u € Ay by leftmost reduction. If this reduction takes place in ¢, then u = vx
and t reduces to v € A, by leftmost reduction. Otherwise, ¢ reduces to Ay t’
and t'[x/y] reduces to u by leftmost reduction. Thus, there exists a A-term u’
with the only free variables x, y, such that ¢’ reduces to u’ by leftmost reduction.
Therefore, by leftmost reduction,  reduces to Ay t’, then to Ay’ and x is the
only free variable of Ay u/'.

Q.ED.

Now, we define V,, = {&'; & is a saturated subset of A, J/()x cX c N},
Lemma 8.24. V, is a truth value set.

We have only to check that (7 — %) e V, if ', % € V,. By definition of V,, we
have A" c &, % < A and therefore :
(N — N < (X —B) < (N — N,
Using lemma 8.23, we get A" < (X — %) c A,
Q.ED.

We can now prove theorem 8.18. Let A be a closed V*-formula and ¢ € |A|. By
corollary 8.21 and lemma 8.22, we have |A| c |A|Y c A
It follows that t € A4/, which means that ¢ is normalizable.
Now, choose a A-variable x which is not free in .
By corollary 8.21 and lemma 8.24, we get |A| c |[A|Y* c A%,
It follows that t € A¥, which means that ¢ reduces, by leftmost reduction, to a
term with the only free variable x. Since x is not free in ¢, this reduction gives a
closed term.

Q.E.D.

The next theorem gives another interesting truth value set.
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Theorem 8.25. Let € = {t € A; there exists a closed term t' such that t B t'}. Then
{6} is a (one-element) truth value set.

Remark. By the Church-Rosser theorem 1.24, € is also the set of A-terms which are
B-equivalent to closed terms.

Lemma 8.26.
Let w = (Azzz)Azzz and t € A. A step of B-reduction in t{w/x] gives t'[w/x],
where t' = t or t' is obtained by a step of B-reduction in t.

Proof, by induction on the length of ¢. The result is immediate if ¢ is a variable
orift =Axu.If t = uv, thenaredexin t[w/x] = ulw/x]viw/ x] is either aredex in
ulw/x], oraredexin viw/x], or t[w/x] itself. In the first two cases, we simply ap-
ply the induction hypothesis. In the last case, u[w/x] begins with a A and, there-
fore, u = Ayu' and t = (Ayu')v. The redex we consider is (Ay u'[w/x]) v[w/x]
and its reduction gives u'[w/x][v[w/x]/ y] = t'[w/x] with ¢ = u'[v/y].

Q.E.D.

Lemma8.27. Lett € A ; if thereis a closed term u such that t|w/ x] B u, then there
is a term u' with the only free variable x, such that t fu'.

Proof by induction on the length of the given -reduction from ¢[w/x] to u. If
this length is 0, then #[w/x] is closed and ¢ has the only free variable x. Other-
wise, by lemma 8.26, after one step of §-reduction, we get t'[w/x] with ¢ '. By
the induction hypothesis, we have 'S u’ (1’ has the only free variable x) and,
therefore, t Bu'.

Q.E.D.

We can now prove the theorem 8.25. It is clear that € is a saturated set ; thus,
we only have to show: € = (¥ — €¥) and, in factonly: (¥ — €) < €, because
the reverse inclusion is trivial.
Let t € (¢ — 6), so that we have tw € € and, therefore, tw f u where u is closed.
If this B-reduction takes place entirely in #, we have ¢’ and t'w = u ; thus, ' is
closed and t € €. Otherwise, we have t Ax ¢’ and ¢'[w/x] B u. By lemma 8.27,
we have ¢'fu’ (1’ has the only free variable x) and, therefore, t fAxu'. Since
Ax u' is closed, we get r € 6.

Q.E.D.
This gives another proof of the second part of theorem 8.18 : if A is a closed
V*-formula, then by corollary 8.21 with V = {&}, we obtain | A| c |A|Y = €. This
shows that every term in | A| is f-equivalent to a closed term.
Consider a formula F and a type variable X ; for each free occurrence of X in F,
we define its sign (positive or negative), inductively on the length of F :

o if F = X, the occurrence of X is positive ;
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« if F = (G — H), the positive (resp. negative) free occurrences of X in F are
the positive (resp. negative) free occurrences of X in H and the negative (resp.
positive) free occurrences of X in G ;

e if F=VY G, with Y # X, the positive (resp. negative) free occurrences of
X in F are the positive (resp. negative) free occurrences of X in G.

Theorem 8.28. Suppose thatV X ...V Xy F is a closed V™ -formula which is prov-
able in system &, and that every free occurrence of Xi,..., Xy in F is positive. If
Ay, ..., Ay are data types, then F[ A/ Xy, ..., Ax! Xl is a data type.

Remark. In fact, we may suppose only that |A;],...,|Ax| € € ; the hypothesis |A;| # @
is useless.

Lemma 8.29. Let Xy,..., Xy be distinct type variables, and .%, ¢ be two V -inter-
pretations such that : | X;|; 2 IX,-I} forl<i<kand |X|¥ = IXI} for every type
variable X # Xi,..., Xk.

If Xy,..., Xx have only positive (resp. negative) free occurrences in a formula F,
then|F|y > |FI'y (resp. |Fll; < |FI%).

|\/
K2

Easy proof, by induction on the length of F.
Q.ED.

Proof of theorem 8.28.
By hypothesis, we have F4 :VX;...VX F for some ¢ € A.
By the adequacy lemma 8.13, we deduce that t € |V X ...V X} F| and, therefore
re|F[A1/X,,..., A/ Xi]l. This shows |F[A; /X3, ..., Ac/ Xil| # ©.
In lemma 8.20, we take V = {€} and W = V;, (the set of all saturated subsets of
A) ; # is the single V-interpretation, which is defined by |X| s = € for every
type variable X. We apply this lemma to the V*-formula F and we obtain :
|Fls = |FI}y < |F|} = 6.
We define an interpetation ¢ as follows: 1Xil # = 1Al forl<=i<kand 1X| g =€
for any type variable X # Xj, ..., Xk.
Now, one hypothesis of the theorem is that |A,],...,|Ax| € €. Moreover, the
variables Xj,..., Xi have only positive occurrences in the formula F. Therefore,
the hypothesis of lemma 8.29 are fulfilled (the truth value set being W = Vj) and
it follows that |Fl g <|Flg; thus, |Flg <<€.
Now, |F| ¢ is the same as |F[A;/X;,..., Ar/ X}]|, and therefore we obtain the de-
siredresult: |F[A;/Xy,..., A/ Xi]| 6.

Q.ED.

References for chapter 8

[Boh85], [For83], [Gia88], [Gir71], [Gir72], [Gir86].
(The references are in the bibliography at the end of the book).
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Chapter 9

Second order functional arithmetic

1. Second order predicate calculus

In this chapter, we will deal with the classical second order predicate calculus,
with a syntax using the following symbols :

the logical symbols — and V (and no other ones) ;

individual variables: x, y, ... (also called first order variables) ;

n-ary relation variables (n =0,1,...): X, Y,... (also called second order vari-
ables) ;

n-ary function symbols (n =0, 1,...) (on individuals) ;

n-ary relation symbols (7 =0, 1,...) (on individuals).

Each relation variable, each function or relation symbol, has a fixed arity n = 0.
Function symbols of arity 0 are called constant symbols. Relation variables of
arity 0 are also called propositional variables.

It is assumed that there are infinitely many individual variables and, for each
n =0, infinitely many n-ary relation variables.

The function and relation symbols determine what we call a language ; the
other symbols are common to all languages.
Let £ be alanguage.
The (individual) terms of £ are built up in the usual way, that is by the following
rules :

each individual variable, and each constant symbol, is a term ;

whenever f is an n-ary function symbol and 1,,..., t, are terms,

f(t,..., t,) is aterm.
The atomic formulas are the expressions of the form A(fy,..., tx), where A is a
k-ary relation variable or symbol and t;, ..., t; are terms.
The formulas are the expressions obtained by the following rules :

every atomic formula is a formula ;

165
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whenever F, G are formulas, (F — G) is a formula ;
whenever F is a formula, x is an individual variable and X is a relation vari-
able, Vx F and VX F are formulas.

Definitions and notations

A closed term of £ is a term which contains no variable. A closed formula is a
formula in which no variable occurs free.

The closure of a formula F is the formula obtained by universal quantification
of all the free variables of F.

A universal formula consists of a (finite) sequence of universal quantifiers fol-
lowed by a quantifier free formula.

The formula F; — (F, — (... — (F,, — G)...)) will also be denoted by :
F1,F,....,F,—G.

Let X be a 0-ary relation variable, ¢ any individual or relation variable which is
# X, and F, G arbitrary formulas in which X does not occur free.

The formula VX X is denoted by L (read “ false ”).

The formula F — 1 is denoted by =F (read “ not F ).

The formula VX[(F — X), (G — X) — X] isdenoted by Fv G (read “ F or G ”).
The formula VX[(F,G — X) — X] is denoted by FA G (read “ F and G ”).

The formula (F — G) A (G — F) is denoted by F — G

(read “ F is equivalent to G ”).

The formula VX[V¢(F — X) — X] is denoted by 3¢ F

(read “ there exists a ¢ such that F ”).

a-equivalent formulas and substitution

Let F be a formula, ¢ a variable, and n the same sort of symbol as ¢ (if ¢ is an
individual variable, then so is i ; if ¢ is an n-ary relation variable, then 71 is an
n-ary relation variable or symbol) ; we define the formula F<n/¢> by replacing
in F all free occurrences of ¢ by 7.

We now define, by induction on F, the a-equivalence of two formulas F, G, de-
notedby F=G:

e if Fis an atomic formula, then F = Gifand onlyif F =G ;

e if F= A— B, then F = G if and only if G = A’ — B’, where A = A’ and
B=PB;

e if F = V¢ A, ¢ being an individual or relation variable, then F = G if and
only if G = Vn B, where 7 is the same sort of variable as ¢, and
A<(/&{> = B<({/n> for all variables { of the same sort as ¢ but a finite
number.
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From now on, we shall identify a-equivalent formulas.

If V is a finite set of variables (of any kind), and A is a formula, then there exists
a formula A’ = A, such that no variable of V is bound in A’. A’ has the same
length as A (the only difference between A and A’ is the name of the bound
variables).

Let A be a formula, x1,..., x; individual variables, and ¢4, ..., t; terms. The for-
mula A[fy/xy,..., i/ x¢] is defined by choosing a representative of A such that
none of its bound variables occur in the #;’s, and then by replacing in it each
free occurrence of x; by t; (1 <i < n).

Consider two formulas A and F, an n-ary relation variable X, and » individual
variables xi,...,x;. We define the substitution of F to X(x;,...,Xx,) in A : this
produces a formula, denoted by A[F/XX; ...x,] ; the definition is by induction
on A and requires a representative of A such that its bound variables do not
occurin F:

¢ if Ais an atomic formula of the form X(f,..., t;), then
A[F/Xxy...x,]is the formula F[t;/x1,..., ty/x,] ;

¢ if Ais atomic and does not start with X, then A[F/Xx;...x,] = A;

e if A=B — C, then
AlF/Xxy...x,] =B[FIXx1...x,] = ClFI XXx1...x,];

e if A=V¢B, where ¢ is an individual variable, or a relation variable differ-
ent from X, then A[F/Xxy...x,] =VEB[FI/Xx1... X, ;

o if A=VXB, then A[F/Xx;...x,] = A.

Models

Recall briefly some classical definitions of model theory.
A second order model for the language £ is a structure .# consisting of :

¢ adomain |.#| (the set of individuals, assumed non-empty) ;

e for each integer n = 0, a subset |.#|, of 22(|.#4|"), which is the range for
the values of the n-ary relation variables.
If n = 0, we assume that |.# |y = (.4 |°) = {0,1} ;

* aninterpretation, in |.#|, of the function and relation symbols of the lan-
guage £ : namely, a mapping which associates with each n-ary func-
tion symbol f of £, an n-ary function f : |.4|" — |4, and with each
n-ary relation symbol S of £, an n-ary relation on .4, that is a subset
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S« < |4|". In particular, it associates with each constant symbol ¢ an
element c 4 € |.4].

We will say that an n-ary relation R on || (in other words a subset of |.#/|") is
part of the model ./ whenever R € |4 |,,.
The elements of |.#|; are called the classes of /.

The model ./ is called a full model if, for each n = 0, |4 |, = 22(|.#4|™) (that is
to say : if all relations on |.#/| are part of the model .#4).

Let Z 4 denote the language obtained by adding to £ every element of |.#| as
a constant symbol, and, for each n = 0, every element of 2(|.#|") as an n-ary
relation symbol (of course, we suppose that no symbol in £ is an element of
|| or of 2(|.4|")).
The terms and formulas of £ 4 are respectively called terms and formulas of £
with parameters in A .
There is an obvious way of extending the model .# to a model for the language
% 4 : the new symbols of £ 4 are their own interpretation.
With each closed term of £, with parameters in .4, we associate its value
ty € ||, which is defined by induction on ¢ :

if t is a constant symbol of £ 4, then ¢ 4 is already defined ;

if t=f(h,...,t", then .4 = fu(t),,....1").
Let F be a closed formula of £, with parameters in .4 . We define, by induction
on F, the expression ./ satisfies F, which is denoted by 4 |= F :

if F is an atomic formula, say R(¢!, ..., t""), where R is an n-ary relation sym-
bol of £, , and t',...,t" are closed terms of £, then ./ |= F if and only if
(tY,....1" Y ER 4.

if F=G— H,then 4 |=Fifandonlyif # |=G= .4 = H.

if F = VxG, x being the only free variable in G, then .# = F if and only if
M = G<al x> forevery ae |.4|.

if F = VX G, where the n-ary relation variable X is the only free variable in
G, then / |= F ifand only if 4 |= G<R/X> forevery R € |./|,,.

Let o/ be a system of axioms of the language Z (that is to say a set of closed for-
mulas, also called a theory). By a model of «/, we mean a model which satisfies
all formulas of <. A closed formula F is said to be a consequence of «/ (which is
denoted by «/ I~ F) if every model of «f satisfies F. A closed formula F is said to
be valid (we write - F) if it is a consequence of @, in other words, if it is satisfied
in every model.

Clearly, for every 0-ary relation variable X, no model satisfies the formula V X X.
This is a justification for the definition of L.

Proposition 9.1. Let A, F be two formulas with parameters in #, such that the
only free variable in A is an n-ary relation variable X, and all the free variables
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in F are among the individual variables x, ..., x,.
Let ® = {(ay,...,an) € |.4|" ; M |= Flay/ xy,...,a,! x,)} (Which is an n-ary rela-
tionon| ). Then M |= A[F/Xx;...x,] © M = A<D/ X>.

The proof is by induction on A.
If A is atomic and starts with X, then A= Xt!...t", so:
M= AIFIXx1...xp) & M EFILY Ix1,..., 1", 1xp]
S MED(IY,. . 1") o M A<D/ X>.

If A=VxB, where x is an individual variable, then :
MI=VxB[FIXx1...x,)© Vae|H) M |=B[FI Xx;...x,1<al x>

o Vace|U)M|=B<alx>[FIXxy...xy]

< (Vae | )M = B<al x><®/ X> (by induction hypothesis)

o Vae| )M = B<d/ X><alx>o M |=VXxB<D/X>.
Same proof when A = VY B, for some relation variable Y # X.
The other cases of the inductive proof are trivial.

Q.E.D.

The comprehension axiom

This is an axiom scheme, denoted by C A ; it consists of the closure of all formu-
las of the following form :

(CA) VXA— A[F/XXxy...x,]

where A and F are arbitrary formulas, X is an n-ary relation variable (n = 0),
and x,..., x, are n individual variables.

Proposition 9.2. Every full model satisfies the comprehension axiom.

Let .4 be a full model, X an n-ary relation variable, xi, ..., x,, n individual vari-
ables, A a formula with parameters in .# in which X is the only free variable,
and F a formula with parameters in .# in which all the free variables are among
X1,...,Xp. Suppose 4 |=VX A, and let :
O={(ay,...,an) €| M "; M=Flay/x1,...,a, x,]}.
We have ® € 22(|.#|") and 4 is full : thus ® € |.#|,,.
Since 4/ |=VX A, we have 4 = A<®/X>;
therefore, by proposition 9.1, 4 |= A[F/ XXy ... x,].

Q.ED.

Given a language %, the second order predicate calculus on £ is the theory
consisting of all the axioms of the comprehension scheme.

Thus a model of the second order predicate calculus on the language £ is a
second order model ./ for £ such that ./ |= CA.
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Proposition 9.3.

The comprehension axiom is equivalent to the following axiom scheme :
(CA") AYVx;...Vx,[Y(x1,...,x,) < Fl

where Y is an n-ary relation variable (n = 0) and F an arbitrary formula.

(In fact, as above, we consider the closure of the formulas of CA’).
Clearly, we have - V X A, where A is the formula :

AYVx; .. Vx,[Y(x1,...,x5) < X(x1,..., X5)].
Therefore CA+ A[F/Xx;...xy], thatistosay CAF CA'.
Conversely, consider any model .4 of CA’. Suppose that .4 = VX A, where X
is an n-ary relation variable, and A a formula with parameters in .4/, where the
only free variable is X. Let F be a formula with parameters in .4 and free vari-
ables among xi,...,x,. Let ® = {(ay,...,a,) € |.4|"; M |= Fla,/xy,...,anl x,l}.
We have # =3YVx;...Vx,[Y(xy,...,x,) — F] by hypothesis.
Hence 4 =Vx;...Vx,[¥Y(x1,...,x,) — F] forsome ¥ € |.4|,,.
Therefore: 4 =EVx;... Vx,[V(x1,...,x,) < ®(x1,...,x,)]. It follows that ® =P,
so ® € |.4|,. Since 4 |= VXA, we have 4 |= A<®/X> ; thus, by proposi-
tion 9.1, /4 |= A[F/XXx1...X,].

Q.E.D.

Equational formulas

We consider a second order language £.

The formula VX[X(x) — X(y)] will be denoted by x = y. Obviously, we have
Fx=xand+x=y, y=2z— x=2z. Moreover, CAFx=y— y=x (apply CA,
taking A as the formula X (x) — X(y), then replace X (y) with the formula y = x).
We also have, clearly, for every formula F(x), CA,x =y + F(x) — F(y).

It follows that, in every model .4 of the second order predicate calculus, the for-
mula x = y defines an equivalence relation which is compatible with the whole
structure of the model. By taking the quotient, we thus obtain a model .#’ in
which the interpretation of the formula x = y is the identity relation. Such a
model will be called an identity model.

Now it is clear that the models .4 and ./’ satisfy exactly the same formulas of
. This allows us, when we deal with models of CA, to consider only identity
models ; from now on, it is what we will do.

By an equation (or an equational formula), we mean the closure of any formula
of the form t = u (where ¢, u are terms). A set of equations will also be called a
system of equational axioms.
A particular case of an equation t = u is, by definition, a formula of one of two
forms :

tlvi/xy,..., v/ xi ) = ulv /1 xq,..., v/ Xx) or
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ulvy/xy,..., vl xi] = tlvi/ x1,..., Vi Xg],
where v,..., Vi are terms.

Proposition 9.4. Let & be a system of equational axioms in some language £,
and u, v two terms of £.

Then CA+ &+ u = v if and only if the expression g u = v can be obtained by
means of the following rules :

i) ifu = v is a particular case of an axiom of &, thentgu=v;

ii) for all terms u, v, w of £, we have g u=u;

ifreu=vand Fgv=w,then Fgu=w;

ii1) if f is an n-ary function symbol of £, and if F¢ u; = vy,...,Fg u, = vy, then
Fe f(uy,...,un) = f(vy,...,vn).

Clearly, if one obtains g u = v by these rules, then every model of CA+ &
satisfies u = v.
In order to prove the converse, we first show that ¢ u = v = kg v = u, by
induction on the length of the derivation of ¢ u = v by rules (i), (ii), (iii).
Consider the last rule used. If it is rule (i), then the result is clear (if u = vis a
particular case of an axiom of &, then so is v = u). Ifitis rule (ii), then ¢ u = w
and ¢ w = v are already deduced ; thus, by induction hypothesis, ¢ w = u
and kg v = w ; therefore ¢ v = u.
The proof is similar in the case of rule (iii).
Thus the relation ¢ u = v defined by these rules is an equivalence relation on
the set I of individual terms of £ : indeed, it is reflexive and transitive by rule
(i), and it has just been proved that it is symmetric. By rule (iii), it is compatible
with the natural interpretation of the functional symbols of £ in 9. It follows
that the quotient set of I~ by this equivalence relation is a (first order) model .#
for the language £. By rule (i), this model satisfies &. By taking the full model
over .4, we obtain a model of CA+ &.
Now let u, v be two terms of ¥, such that CA+ & F u = v ; it is clear that the
considered model satisfies # = v, which means that ¢ u = v.

Q.E.D.

Notice that the system of axioms CA + & cannot be contradictory. Indeed, the
full model over a one element set (with the unique possible interpretation of
the function symbols) is clearly seen to satisfy CA+&.

Deduction rules for the second order predicate calculus

Consider a second order language £, and a system & of equational axioms of
Z. Let Abe aformula, and «f = {Ay,..., Ax} a finite set of formulas of Z. By the
completeness theorem of predicate calculus (applied to the system of axioms
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CA+8&), Aisaconsequence of CA+ & + .« if and only if the expression «f ¢ A
can be obtained by means of the following “ deduction rules ” :

DO. For every formula A and every finite set of formulas «/ : o, 77 A k¢ A.

D1. For every formula A and every finite set of formulas «f : &, Al A.
D2.If«/, Albg B,then &/ ¢ A— B.

D3.If /g Aand o/ ¢ A — B, then o ¢ B.

DA4. If o/ Fg Vx A, then of ¢ Alu/x] for every term u of £.

D5. If «f ¢ A and if the individual variable x does not occur free in </, then
o g VxA.

D6. If o/ ¢ VX A, where X is an n-ary relation variable, and if F is any formula
of £, then o/ be A[F/Xx1...%,].

D7. If o k¢ A and if the n-ary relation variable X does not occur free in <7,
then of g VX A.

D8. Let A be a formula, x an individual variable and u, v two terms of % such
that u = v is a particular case of an axiom of &.

If of e Alul/x], then of e Alv/ x].

So the meaning of the expression «/ ¢ Ais: “ Ais a consequence of o with
the system of equational axioms &, in the classical second order predicate cal-
culus”.

Similarly, we define the expression: “ A is a consequence of <« with the system
of equational axioms &, in the intuitionistic second order predicate calculus ”;
this will be denoted by «/ I—("g A. The definition uses rules D1 through D8 above,
but not DO.

2. System F A,

We consider a second order language £, and a system & of equational axioms
of Z. We are going to describe a system of typed A-calculus, called second order
functional arithmetic (F A), where the types are the formulas of £ (modulo a-
equivalence). When writing the typed terms of this system, we will use the same
symbols to denote the variables of the A-calculus and the individual variables
of the language £.

A context I' is a set of the form x7 : A, x2: Ap,..., X : Ar, where x1, X2, ..., X are
distinct variables of the A-calculus, and A;, As,..., A; are formulas of £. We
will say that an individual variable x (or a relation variable X) of £ is not free
in I" if it does not occur free in A, Ay,..., Af.

The rules of typing are the following (¢ stands for a term of the A-calculus) :

T1. T, x: Akg x: A whenever x is a variable of the A-calculus which is not
declared inT.
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T2.If I', x: Atge t:B,thenT' g Axt: A— B.

T3.If 'tet:AandTFeu: A— B,thenT g (1)t : B.

T4.If T'Fet:VxA andif uisaterm of &, thenT g t: Alu/x].

T5.If ' ¢ t: A, and if the individual variable x is not free in T,

thenT'Fg t:VxA.

T6.If I'¢ £: VX A, where X is an n-ary relation variable,

thenT'Fg t: A[F/ XX ...x,] for every formula F of Z.

T7.If T't¢ t: A andif the relation variable X isnot freein T, thenI'F¢ £ : VX A.
T8. Let u, v be two terms of £, such that u = v is a particular case of an axiom
of &,and Aaformulaof . IfT' g t: Alu/x],thenT g t: Alv/x].

Whenever we obtain the typing I' ¢ ¢ : A by means of these rules, we will say
that “ the A-term ¢ is of type A (or may be given type A) with the axioms of &, in
the context I ”.

Clearly, if ' ¢ £ : A, then all the free variables of ¢ are declared in I'. Thus all
terms which are typable in the empty context are closed.

The following statement, which is a form of the so called Curry-Howard corre-
spondence, is an immediate consequence of the above definitions :

There exists a term which may be given type A with the equational system & in
the context xy : Ay, X2 : A,..., X : A ifand only if Ay, Ay, ..., Ax =} A.

Indeed, the constructions of typed terms by means of rules T1 through T8 cor-
respond, in an obvious and canonical way, to the intuitionistic proofs with rules
D1 through D8.

System % and the normalization theorem

The types of system % are, by definition (see chapter 8), the formulas built up
with the logical symbols V, —, and the 0-ary relation variables X, Y,... (propo-
sitional variables). So these formulas are seen to appear in all second order
languages.

The typing rules of system % form a subsystem of the above rules : they are
rules T1, T2, T3, and T6, T7 restricted to the case n =0.

Proposition 9.5. Given a language £ and a system & of equations of £, a A-
termt is typable with & if and only if it is typable in system & .

The condition is obviously sufficient, since the typing rules of system % form a
subsystem of rules T1, ..., T8.

To prove the converse, we associate with each formula A of £, a formula A~ of
system %, obtained by “ forgetting in A the first order part ”. The definition of
A” is by induction on A:
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if A is atomic, say A = X(1y,...,t;)(X being an n-ary relation variable or
symbol), then A~ = X (which is, here, a propositional variable) ;

ifA=B—C,then A =B~ —C~;

if A=VxB(x being an individual variable), then A~ = B~.

if A= VX B(X being an n-ary relation variable), then A~ = VX B~ (X being,
here, a propositional variable).

Now consider a derivation of a typing x; : Ay, ..., X : Ax Fe t: A, with the system
of equations &. In this derivation, replace each formula F of £ by F~. We
therefore obtain a derivation, in system %, of the typing:
X1t A X2t Ay, Xt AL T AT
Note that rules T4, T5 and T8 disappear after this transformation, since we have
(VxA)™ =A and Alu/x]” = Alv/x]".
Q.E.D.

Theorem 9.6 (Normalization theorem). Let £ be a second order language and
& a system of equations of £ . Then, every term of the A-calculus which is typable
with & is strongly normalizable.

By proposition 9.5, a A-term which is typable with & is also typable in system
Z, so the result follows from the normalization theorem for that system (theo-
rem 8.9).

Q.E.D.

Derived rules for constructing typed terms

Let £ be a second order language, and & a system of equations of Z£.
Proposition 9.7. If Tkgt: A and T <1’, then T' ¢ t: A.

Immediate proof, by induction on the length of the derivation of ' ¢ £: A.
Q.E.D.

Proposition 9.8. Let I' be a context, and x,,..., x; variables which are not de-
claredinT. If TFgt;i: Ay A<i<k)andT,x,: Ay,...,xx: Ax g u: B, then
I'te ulty/xy,..., e/ x5) : B.

In particular, if x1, ... x; do not occur freein u, and T, x; : Ay,...,xr: Ay g u: B,
thenT ¢ u:B.
The proof is the same as that of proposition 8.2.

Q.E.D.

Our purpose now is to prove :
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Theorem 9.9.
Let t,t' be two A-terms such thatt Bt' ;if Tgt: A, thenT kg t': A.

Recall that 7 § t' means that ¢’ is obtained from ¢ by §-reduction.

Lemma 9.10.
Let u be a term and x a variable of £. If T =g 1: A, then T'lu/x] g 7: Alu/x].

The proof is by induction on the length [ of the derivation of I' ¢ 7: A ; in fact
we will show that I'[u/x] g 7 : A[u/x] also has a derivation of length /.
Consider the last rule used. The result is immediate if it is T1,T2 or T3.
Ifitis T4, then we have I' ¢ 7: Vy A’ (as a previous typing), and A= A'[v/y]. By
induction hypothesis, I'[u/x] k¢ 7 : Vy A'[u/x] and therefore, by applying T4,
Tlu/xltgt: A'lulx][v'/yl.
Take v' = v[u/x] ; then A'[u/x][v'/y] = A'[v/y][u/x] since y does not occur in
u. Hencel'[u/x] g 1 : Alul/x].
If it is T5, then we have I' ¢ 7 : A’ (previous typing) and A = Vy A’, where y
is an individual variable which is not free in I". If we take a variable z with no
occurrence in T, A’, u, then, by induction hypothesis: I'[z/y] ¢ 7: A'[z/ y], and
the length of this derivation is I. Now I'[z/y] is identical to T'. Let A” = A'[z/y] ;
thenT kg 7: A”, and therefore I'[u/x] F¢ T : A”[u/x]. Since z does not occur in
I'[u/x], we may apply T5, so we obtain I'[u/x] g 7:Vz A" [u/x].
Now VzA"=VyA' = A;thusT(u/x] g 1: Alu/x].
If it is T6, then we have I' ¢ VX A’ (previous typing), X being an n-ary relation
variable, and A= A'[F/Xx;...x,).
By induction hypothesis, I'[u/x] ¢ T : VX A'[u/x] ; therefore, by applying T6,
weobtain I'[u/x] g 7: A'lu/x][F'/ Xx;...x,]. Take F’ as Flu/x] ; then:
Alulx][F'1Xx1...x,] = A'[FIXx1...x,] [/ x]
(since we may assume that x,..., x, do not occur in u) = Alu/x].
Ifitis T7, the proof is the same as for T5.
Ifitis T8, we have I' ¢ 7 : A'[v/y] (previous typing) and A = A'[w/y], v = w be-
ing a particular case of &. By induction hypothesis, I'[u/x] Fg 7: A'[v/yl[u/x] ;
now, since we may assume that y does not occur in u, we also have :
A'lvlyllul/x] = A'lul x)[v'/ y], where v/ = v[u/ x].
Thus T'[u/x] ke 7 : A'lu/x][V'/y]. Let w' = wlul/x] : we see that v’ = w' is a
particular case of &. By rule T8, we obtain I'[u/x] g 7: A'[u/x][w'] y].
Now we have A'[u/x][w'/y] = A'lw/y][ul x] = Alu/x]. This yields the expected
conclusion.

Q.ED.

Lemma 9.11. Let X be an n-ary relation variable of the language £ .
IfThet: A thenlU[F/XXx1...xplFeT: AlF/ XX1...Xp].
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The proof of the previous lemma applies in cases 1, 2, 3, 4, 5, 7 and 8.
Suppose that the last rule applied is T6 ; then we have ' -¢ 7: VY A’ (as a pre-
vious typing) and A= A'[G/Y y1... ypl.
By induction hypothesis, ['[F/ X x;...x,] Fe 1:VY A'[F/ XX ... x,] ; by applying
T6, we obtain : TI'[F/Xxy...x,]Fe T: A’[F/Xx1...xn][G’/Yyl...yp] ; if we take
G as G[F/Xx;...x,], we see that :

A'[FIXx1..x0[G 1Y y1...ypl = A[GIY y1... ypl[FI X X1 ... %]
(since Y does not occur in F) = A[F/XXx;...x,] ; this ends the proof.

Q.E.D.

Lemma 9.12. If u = v is a particular case of & and I'[ul/x] ¢ 7 : Alu/x], then
I'vixlkFet1:Alv/X].

LetT = xy: Aj,...,xx : Ar. By hypothesis, we have I'u/x] k¢ 7 : Alu/x], there-
fore, by rule T8, x1: Aj[u/xl,..., x: Aplu/xl Fg 7: Alv/x].
Now I'[v/x] Fg x; : Aj[v/x] (rule T1) ; thus, by rule T8, I'[v/x] Fg¢ x; : A;lu/x].
Then it follows from proposition 9.8 that I'[v/x] kg 7 : Alv/ x].

Q.ED.

LetI be a context and A a formula. We define the class 6r,4 of I'-instances of A,
which is the least class € of formulas of £ which contains A and is such that :

if B € €, then B[t/x] € € whenever x is an individual variable not free in T,
and ¢ is a term.

if Be €, then B[F/Xx;...x,] € € whenever X is an n-ary relation variable
not freein I', and F is a formula.

if B[t/ x] € €, then Blu/x] € € whenever ¢ = u is a particular case of .

A formula is said to be open if it does not start with V (so it is either atomic
or of the form B — C). Every formula F can be written V¢ ... V& F? where F°
is an open formula called the interior of F(¢y, ..., are individual or relation
variables).

Lemma 9.13. If A’ is an open formula, and if T g t : A’ can be deduced from
' bg t: A using only rules T4 through T8, then A’ is aT -instance of A°.

The proof is by induction on the number of steps in the deduction by means of
rules T4 through T8. Consider the first rule used.

Ifitis T5 or T7, then the first stepisto passfromI'Fg t: AtoT'Fg t: V¢ A the
result follows immediately, since A and V¢ A have the same interior.

Ifitis T4, then A can be written VxV¢; ... V& A%, and the first step of the deriva-
tiongivesI'Fg £: V& ... V¢ A[ul x). By induction hypothesis A’ is a '-instance
of A°[u/x], and thus also of A°.

Ifitis T6, then A can be written VXV¢; ... V¢ A°, and the first step of the deriva-
tion gives T' g £: V&, ...V A°[F/ X x; ... x,]. Now A° is an open formula :
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If A” is either an atomic formula not beginning with X, or a formula of the form
B — C, then A°[F/Xx;...x,] is of the same form, so it is open. By induction
hypothesis, A’ is a T-instance of A°[F/Xx; ... xy,], thus also of A°.
Otherwise, A° is of the form X¢;...t, ; then:
AF/Xxy...x,] = F[t;/x1,..., t,] x,] and it follows from the induction hypoth-
esis that A’ is a I'-instance of FO[#,/x1,..., £,/ X,], in other words a I'-instance of
A°[F%/ X x; ...x,], thus also of A°.
If it is T8, then A is written B[u/x], and the first step of the derivation gives
I'F¢ t:Blv/x], u= v being a particular case of &. We have A° = B[u/x], and
the interior of B[v/x] is B°[v/x]. By induction hypothesis, A’ is a I'-instance of
BO[v/x], thus also of A°.

Q.E.D.

Lemma 9.14. Suppose thatT' g t: A, where A is an open formula.

i) If t is some variable x, thenT contains a declaration x : B, and A is al -instance
of B°.

i)Ift=Axu,then A=B—Candl',x:Btrgu:C.

iii) Ift = (V) u, thenT Fg v:C — B andT Fg u: C, and A is aT -instance of B.

Consider, in the derivation of I' ¢ £ : A, the last step where rules T1, T2 or T3
occur. Suppose that the typing obtained at this step is I' ¢ ¢ : B ; we can then
goontoI' g t: Ausing only rules T4, ..., T8. Therefore, by lemma 9.13, Ais a
I'-instance of BY.

If ¢ is some variable x, the rule applied to obtain I' ¢ ¢ : B (which must be T1,
T2 or T3) can only be T1. This proves case (i) of the lemma.

If t = (v)u, the rule applied to obtain I' ¢ ¢ : B can only be T3.

This proves case (ii).

If t = Ax u, the rule applied to obtain I' ¢ ¢ : B can only be T2.

Therefore B=C — D,andI',x:Ctg u: D.

Since B is open, A is a I'-instance of B.

Let %€ be the class of formulas P — Q such thatT', x: P k¢ u: Q ; clearly, this
class contains B. We now prove that it contains the class 6T g of I'-instances of
B (yielding case (ii) of the lemma, since A€ 6r,5) ;solet RE€,R=P — Q.

If y is an individual variable not occurring in I', and v is a term, then :

I x:Ptg u:Qand thereforeI', x: P[v/yl Fg u: Q[v/yl], by lemma 9.10.

Thus R[v/yl € 6.

Similarly, we see, using lemma 9.11, that R[F/Xx;...x,] € € whenever X is a
relation variable not occurring in I’

Now suppose that R = R'[v/y] = P'[v/y] — Q'[v/y], and v = w is a particu-
lar case of &. By hypothesis, we have I', x: P'[v/y] Fg u: Q'[v/y] ; therefore,
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by lemma 9.12, we also have I', x : P'{w/y] ¢ u: Q'[w/y], which proves that
R'lwlyle€6.
Q.E.D.

Now we are able to prove theorem 9.9 : we simply repeat the proof of propo-
sition 4.3 (which is the same statement for system &), using proposition 9.8
instead of proposition 4.1, and lemma 9.14(ii) instead of lemma 4.2(ii).

Note the following derived rules :

Proposition 9.15.
IfTrgt:Aand A’ isaT-instance of A, thenT kg t: A'.

Let €6 be the class of all formulas B such that ' ¢ ¢ : B. We prove that 6 con-

tains 6r,4 (the class of I'-instances of A). Clearly, A€ €. Let B€ 6. If x is

an individual variable not occurring in I, then I' ¢ ¢ : VX B (rule T5) ; thus

I'g t: Blu/x] for every term u (rule T4) ; therefore Blu/x] € 6.

Similarly, it can be seen that B[F/Xx; ...x,] € € whenever X is a relation vari-

able with no occurrence in I" (apply rule T7, then rule T6).

Finally, if B = C[u/x] and u = v is a particular case of &, then, by applying rule

T8toT'Fg t:Clu/x],weobtain: I' g t: C[v/x], and therefore C[v/x] € €.
Q.E.D.

Proposition 9.16. Lef u, v be two terms such that CA+ &+ u=v.
If THgt: Alul/x], thenT g t: Alv/x].

The expression ¢ u = v can be obtained by applying rules (i), (ii), (iii) of propo-
sition 9.4. We reason by induction on the number of steps in this derivation.
Consider the last rule used :

ifitisrule (i), then u = v is a particular case of &. Then, by rule T8, we obtain
immediately I' g £ : A[v/x].

if it is rule (ii), then either u = v (in that case the result is trivial), or expres-
sions of the form ¢ u = w and ¢ w = v are obtained at the previous step ;
therefore, by induction hypothesis, we have, successively, I' ¢ : Alw/x] and
I'et: Alv/x].

if it is rule (iii), then we have obtained ¢ u; = v; (1 <i < n) at the previous
step, and we have u = f(u,,...,u,) and v = f(vy,..., Uy).
By assumption, we have I' ¢ t: A[f(uy,..., u,)/ x]. Now we may apply, repeat-
edly (n times), the induction hypothesis ; thus we have successively :
I'kg t: Alf(vy,up,...,un)lx]l, T kg t: Alf (v, v2,u3...uy)/x], ..., and finally
kg t: Alf(vy,...v5) ] x].

Q.E.D.
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3. Realizability

Let £ be a second order language. With each n-ary relation variable X, we
associate an (n+1)-ary relation variable X* (the mapping being one-one) ; with
each n-ary relation symbol R, we associate a new (n+1)-ary relation symbol R*
(not found in #). Let £* be the language obtained by adding to £ these new
relation symbols, as well as the constant symbols K, S and the binary function
symbol Ap (in case they are not already in £).

With each formula A of &, we associate a formula A* of £*, also denoted by
x |- A, where x is an individual variable not occurring in A. x |- A should be
read : x realizes A. It is defined, by induction on A, by the following conditions :

if Aisatomic, say A= X(fy,..., t,), where the ¢;’s are terms and X is an n-ary
relation variable or symbol, then x |- Ais X" (#1,..., , X) ;

if A=B— C,then x||-Ais Vy[y |-B — (x)y |- C] (it is assumed that the
individual variable y is distinct from x and does not occur free in A) ;

if A=VyB, then x |- Ais Vy(x |- B) (the individual variable y is assumed
#X);

if A=VXB, then x |- Ais VX* (x |- B) (X is an n-ary relation variable).

Lemma 9.17.
Let A be a formula, x, x, ..., xy distinct individual variables, t,, ..., ty terms, and
At =x |- A. Then x |- Alt1/ x1,..., ty/ xi] is the formula A* [t/ xy, ..., te/ Xi].

This is immediate, by induction on the length of A.
Q.ED.

Lemma9.18. Let A, F be two formulas, x, x1, ..., X distinct individual variables,
X a k-ary relation variable, and F* = x |- F. Then :
x |- A[F/Xx...xx] is the formula {x |- A}[F*/ X" x1... x¢x].

The proof is by induction on the length of A:
If Ais atomic, then the result follows immediately from the previous lemma.
IfA=B—C,thenx|-AisVy{y |-B— (x)y |- C}, thus
{x |- ANF /X" xy...x.x] is
Vy{y - BHF I X x1... x:x] = {(x0)y |- CHF T/ X" x1... x¢.X]).
By induction hypothesis, this is :
Vyy I-BIF/Xxy...x] = (0)y |- CIF/ Xx1... xkl},
thatis to say x |- A[F/ XXy ... x].
The other cases of the induction are obvious.
Q.ED.

Notation. We shall use the correspondence between A-terms and terms of
combinatory logic, as it was settled in chapter 6. Therefore, we use notations



180 Lambda-calculus, types and models

from that chapter : with each A-term ¢, we associate a term of £, denoted

by te.
We shall also consider the system of equational axioms Cj defined in chapter 6 :
(Co) K)xy=x;(S)xyz=((x)2)(y)z.

Theorem 9.19. Let & be a system of equational axioms of £, and t a A-term
such that xy: Ay,...,xp: A be t: A. Then, we have :

x1:(x1 - A1), Xk (X |- Ag) Fer t: (L |- A), where &' is the equational sys-
tem & + Cy, and ty the term of £ which is associated with t.

In particular, CA+ Co+EFVx1...Vxpixy |- A1,..., Xk |- Ax — Lt |- A}

In view of the Curry-Howard correspondence, the second part of the theorem
easily follows from the first one. Indeed, if there exists a typing of the form :
x1:(x1 |- A, .. X (xg |- Ag) Fer t:(te |- A), then te |- A is an intuitionistic
consequence of CA, &', x1 |- A1,..., Xk |- Ax ; this yields the expected result.
The proof of the first part is by induction on the length of the derivation of the
typing x; : Ay, ..., Xx : Ax Fg t: A. Consider the last rule used :

Ifitis T1, then the given typing can be written :
X1:A1,..., Xk A g x; 1 A ; itis then clear that
xp: (2 = Ax), ., X (Xk 1= Ak) Fer xi 2 (g |I= Ad).
Ifitis T2, thenwe have t=Ayu, A=B—C
and x; : Ay,..., X, : Ar, ¥y : BFg u: C was obtained as a previous typing. We
may suppose that y does not occur in A, Ay,..., Ak, and that y # x,..., xx. By
induction hypothesis :
xp:( l=AD, Xk (e 1= AR, y: (=B Fer u: (ug |- 0.
By rule T2, we obtain
x1:(x1 I=A1,.. Xk (g - A Fer Ayu: (v |- B) — (ug 1= C).
Since y does not occur free in the formulas x; |- Ay, ..., Xk |- Ak, we have, by
rule T5:
xX1:(x [=AD, o X (ke - A Fer £:YY{y |- B — ug |- Ch
Now the equation uy = ty y is a consequence of Cy, since ¢ = Ay u. Thus, by
rule T8, we obtain :
x1:(x1 =AD, Xk (ke - AR Fe t:VY{y I-B— tey |- C,
thatis to say xy : (x1 |- A1),..., Xk : (xk |- Ap) ke t: te |- B — C.
If it is T3, then we have ¢ = uv and two previous typings :
X1: Ay, .. Xk ArFeu:B— Aand x; : Ay,..., X : Ax Fg v : B. Therefore, by
induction hypothesis :
X1:(x1 I-A7, e Xp: (X |- Ap) Fer u: (Ug |- B — A) and :
Xp:(x1 (1= A, .. Xk (X - Ap) Fer v (e |- B).
Now the formula uy |-B — AisVyly |-B—usy |- Al.
By applying rule T4, we obtain :
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x1:( =AD, .o Xkt ik IFAD Fe u:ve |-B— ugpve |- A
Finally, by rule T3, we deduce :
x1:(x = A1, o, X (X |- AR Fer uv i ugve |- A

If it is T4, then A = B[u/x], where u is some term of %, and we have the
previous typing x; : Ay, ..., Xi : Ax kg t: Vx B. The induction hypothesis implies
that :
x1:(x1 = AD, ..., Xkt (xk |- Ap) Fer t: (L2 |- VX B), that is to say :
x1:(x1 A1, ..., Xkt (xk |- Ag) Fer t: Vx(te |- B). By applying rule T4, we
obtain x7 : (x1 |- A1), ..., Xk : (xXk |- Ap) Fer t: {te |- B} ulx].

Now, by lemma 9.17, the formula {¢¢ |- B}[u/x] is precisely t¢ ||— Blu/x].

Ifitis T5, then A = Vx B, and we have the previous typing :
X1:A1,..., X A Fg t: B, where x does not occur free in A;,..., Ax. Accord-
ing to lemma 9.10, it can be assumed that x # x,..., x; (otherwise, change the
variable x : this does not modify Ay, ..., Ax) ; thus x does not occur free in t. By
induction hypothesis, we have :
x1:(x1 - AD, ..., Xk (k|- Ap) Fer t: (£ |- B).
Since x has no occurrence in x; |- A;, by applying rule T5, we obtain :
x1:(x1 [I=AD,. ., X (X = Ap) Fer £:Vx(te |- B).
Now x does not occur in ¢t ; therefore, the formula Vx(t¢ |- B) is identical to
te |- Vx B ; this yields the result.

Ifitis T6, then A = B[F/Xx; ... x,], and we have the previous typing :
X1:A1,..., Xk Ax Fg t: VX B, (X being an n-ary relation variable). By induction
hypothesis :

x1:(x =AY, Xk (ke A R t: VX (12 I-B) 5
therefore, by applying rule T6, we obtain

x1: (1 I-AD, oo, X (X - Ar) Fer b {te I-BYF /X x1...x,x],

F* being the formula x |- F. Now, by lemma 9.18, the formula :
{te |- B}F*/X"x;1...x,x] is precisely t |- B[F/Xx;...Xp].

Ifitis T7, then A = VX B, and we have the previous typing :
X1:Aiq,..., Xk Ax Fe t: B, (X having no free occurrence in Ay,..., Ax). By in-
duction hypothesis, we have :
x1:(x1 l=AD, ..., xk: (xk - Ap) Fer t: (te |- B). Since X' does not occur in
x; |- A;, by applying rule T7, we obtain :
x1:(x1 = AD, X (X A b t: VX (22 |- B).
Now the formula VX" (t |- B) is identical to z¢ |- V X B ; this yields the result.

Ifitis T8, then A= B[v/x], and we have x7: A;y,...,X;: AxFe t: Blu/x] asa
previous typing, the equation u = v being a particular case of &. By induction
hypothesis, we have :
x1: (1 =An, ... xe: (k- Ak) Fer £ (L |- Blu/x]) ;
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now, by lemma 9.17, the formula t¢ |- Blu/x] is {ts |- B}[u/x].
Thus, by applying rule T8, we obtain :
x1:(x1 |-AD, ..oy Xkt (xk |I- Ax) Fer t: {te |- B}v/x], which is precisely the
expected result, since {t |- B}[v/x] is identical to t¢ |- B[v/x].
Q.E.D.

4. Data types

Let £ be a second order language, and £ the extended language defined in
the beginning of the previous section, page 179 (so #* contains the constant
symbols K, S and the binary function symbol Ap).

We define a standard model of £ as a full model such that its domain is A/=g,
(the set of A-terms modulo fn-equivalence) and the interpretations of the sym-
bols K, S and Ap are the standard ones.

In other words, we will say that a full model of £ is standard if its restriction
to the language of combinatory logic is the standard model of the extensional
combinatory logic.

Let .4 be a standard model of £, and D[x] a formula of £, where the individ-
ual variable x is the only free variable. We will say that D[x] defines a data type
in the model ./ if and only if the following conditions hold :

i) each a € |4 | = Al=g,;, such that 4 |= Dlal, is a closed A-term ;

ii) 4 =EVYxVyly |- Dix] < x =y A DI[x]}.
We now give some basic examples of data types.

Booleans.

Consider two closed terms of £, which we will denote by 0,1 (they may be con-
stant symbols, terms of combinatory logic ...). Then:

Proposition 9.20. The formula Bool[x] = VX[X1, X0 — Xx] defines a data type
in a standard model # if and only if the interpretation of 1 (resp.0) in M is the
Boolean 1 (resp. 0) of the A-calculus.

Indeed y |- Bool[x] is the formula VXVuVv[X(1,u), X(0,v) — X(x,(y)uv)]. It
isequivalentto VuVv[(x=1A(pY)uv=u) v(x=0A (y)uv = v)].

Now, let .4 be a standard model, and y any element of |.#| = A/=g,. We can
take u, v as two distinct variables of the A-calculus, not occurring in y. Then
(»)uv = u (resp. v) if and only if y = 1 (resp. 0) (Booleans of the A-calculus).
Therefore :

M = (y ||-Bool[x]) < (x=0Ay=0) Vv (x=1Ay=1). Thus we see that Bool[x]
defines a data type if and only if ./ satisfies the formula:
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(x=0Ay=0)V(x=1Ay=1)— x=y. This completes the proof of our state-
ment.
Q.E.D.

Integers.

Here we consider a closed term 0 and a term s(x) of £ having no variables
but x. The integers type is then defined by the formula :

Int[x] =VX[Vy(Xy — Xs(3), X0— Xx].
If #/ is a standard model and a € |.#|, then ./ |= Int[a] if and only if 4 |- a =
s™(0) for some n e N.

Proposition 9.21. The formula Int(x] defines a data type in a standard model
A if and only if, for every integer n, the interpretation of the term s"(0) in ./ is
Church numeral A fAx(f)"x.

Indeed, y |- Int[x] is the formula :
VXV fVYa{VzVulX(z,u) — X(s(2), (flw)], X(0,a) — X(x,(y) fa)}.
Let xo, yo € |.4| = Al=g, ; take f,a as two variables of the A-calculus, not oc-
curring in the terms xo, yo, and X as the following binary relation on .4 :
{(s"(0), ()" a) ; n € N}. With these interpretations of f,a, X, we clearly have :
MEVZVUlX(z,u) — X(s(2), (HHw)], X(0,a).
Therefore, if /4 satisfies y |- Int[xp], then:
M = X(x9, (y0) fa)), that is xo = s"(0) and (yp) fa = (f)"a for some n € N. Now
f, a are variables which do not occur in yy. Hence yy = AfAa(f)"a.
It follows that .4 |= yy |- Int[xp] if and only if xy = s"(0) and yo = A fAa(f)"a for
some n € N.
Hence, if Int[x] is a data type, then .« |= (yo |- Int[xp]) — X0 = yo, and therefore
s"(0) = AfAa(f)"a. Conversely, if s"(0) = AfAda(f)"a for all n € N, we have,
clearly, 4 |= Int[xy] A X9 = Yo © X = Yo = $"(0) for some n, thus xy = s"(0) and
yo=AfAa(f)"a;therefore, 4 |= yy |- Int[xo].

Q.ED.

Product of data types.

Let cpl(x, y) be a term of £, with no variables but x, y, and A[x], B[y] two for-
mulas which define data types in a standard model .#. We define the prod-
uct type (A x B)[x] as the formula V X{VyVz(Alyl], Blz] — Xcpl(y, z)) — Xx}. If
ce ||, then A |= (Ax B)[c] if and only if 4 |= ¢ = cpl(a, b), where a,b € |4 |
and .« |= Ala], B[b].
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Proposition 9.22.

(A x B)[x] defines a data type in a standard model / if and only if, for every
a,b € || such that 4 |= Alal, Bb], the interpretation of cpl(a, b) in M is the
ordered pair A f(f)ab.

u |- (A x B)[x] is the following formula :

VXV fIVyVzVuVwlv |- Alyl, w |- Blz] — X(cpl(y, 2), (Hlvw)] — X(x, uf)}.

Now the model .# satisfies the formulas :

(v |- AlyD) < Alyl A (v =y) and (w |- B[z]) < Blz] A (w = 2).

Thus, in 4, u |- (A x B)[x] is equivalent to :

VXV f{VyVz(Alyl, Blz] — X(cpl(y,2), (f)yz)) — X(x,uf)}, and therefore to :

(1) Vf3ydz{Alyl ABlzl Ax=cpl(y,2) Auf = (f)yz}.

Suppose that : 4 |= Alal, B[b] — cpl(a,b) = Af(f)ab. Let uy, xo € |.4| be such

that 4 |= (ug |- (A x B)[xp]). Take any variable not occurring in 1y as the inter-

pretation of f. Then, by (i), there exist a, b € | 4| such that :

M 1= Alal, BIb], xo = cpl(a, b) and (up) f = (f)ab.

Now a, b are closed terms, thus uy = Af(f)ab. Hence uy = xo = cpl(a, b), and

therefore ./ |= (A x B)[xy] ; it follows that (A x B)[x] defines a data type in ./ .

Conversely, suppose that (A x B)[x] defines a data type in .4 and let a,b € |./|

be such that ./ |= Alal, B[b] ; take xo = cpl(a, b) and uy = A f(f)ab. Then, by (i),

M satisfies uy |- (A x B)[xo] ; therefore, uy = xo, that is cpl(a, b) = A f(f)ab.
Q.E.D.

Direct sum of data types.

Let i(x) and j(x) be two terms of £, where x is the only variable, and A[x] and
B[y] two formulas which define data types in a standard model .4 .

We define the direct sum type :

(A+B)[x] =VX{Vy(Alyl — Xi(y)),Vz(Blz] — Xj(z)) — Xx}.

If ce ||, then 4 |= (A+ B)[c] if and only if :

either 4 |= ¢ = i(a) for some a € |.#| such that 4 |= Ala]

or A/ |= c= j(b) for some b € |.4| such that ./ |= B[b].

We have the same proposition as in the previous case (with a similar proof) :

Proposition 9.23. (A + B)[x] defines a data type in a standard model ./ if and
only if, for each a (resp. b) € |4 | such that 4/ |= Ala] (resp. B[b]), the interpre-
tation of i(a) (resp. j(b)) in M istheterm AfAg(f)a (resp. AfAg(g)b).

Lists of elements of a data type.

Let $ be a closed term of £ (for the empty list), and cons(x, y) a term of £ where
x, y are the only variables. Let A[x] be a data type in a standard model .#. We
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define the type LA[x] (the type of lists of objects of type A) as the following
formula :
LA[x] =VX{VyVz(Alyl, Xz — Xcons(y,z)), X$ — Xx}.
If ce ||, then ./ |= LA[c] if and only if
A |= ¢ = cons(ay,cons(ay,...,cons(a,,$)...)
where 4 |= Ala;] (1<i<n).

Proposition 9.24. LA[x] defines a data type in a standard model # if and only
if, forall ay,...,a, € || such that 4 |= Ala;] (1 <i < n), the interpretation of
cons(ay, cons(ay, ..., cons(an,$)...)) (term of £*) in M is the A-term :
AfAx((Hla)(faz...((fax)x.

Indeed, ¢ |- LA[x] is the formula :
VXV fVYa{VyVzVuVYvlu |- Alyl, X(z,v) — X(cons(y, z), (f)uv)],

X($,a) — X(x,(8) fa)}.
Now ./ satisfies u |- Aly] < AlylAu =y ; thus, in 4, t |- Alx] is equivalent
to:
VXV fYa{VyVzVv[Alyl, X(z,v) — X(cons(y,z),(f)yv],

X($,a) — X(x, (1) fa)}.
Now this formula holds in the standard model .# if and only if :
(ii) for all f,a € |.#|, there exist ay,...,a, € |.#4| such that ./ satisfies Ala;],
x =cons(ay,...,cons(a,,$)...),and (t) fa= ((fa1)...((f)an)a.
Suppose that .4 |= cons(ay,...,cons(a,,$)...)=AfAa((f)ay)...((f)a,)a when-
ever /4 = Ala;]. Let ty,xg € |.#| be such that 4 |= (ty |- LA[xp]). Take two
variables not occurring in f, as the interpretations of f and a. Then, by (ii),
there exist ay,..., a, € |.#| such that 4 |= Ala;], xy = cons(ay,...,cons(a,,$)...)
and (%) fa = ((f)ay)...((f)an)a. Now, since A is a data type, the a;’s are closed
terms ; thus tp = AfAa((f)a1)...((f)an)a. Therefore, ) = xp and LA[x] defines
a data type in .
Conversely, suppose that L A[x] defines a data type in ..
Let ay,...,a;, € |.4| be such that /4 = Ala;] ;
take xo = cons(ay,...,cons(a,,$)...),and to =AfAa((f)ay)...((f)a)a.
Then, by (ii), 4 satisfies t |- LA[xp], and hence #y = xo, thatis:
cons(ay,...,cons(a,,$)...) =AfAla((fla)...(ay)a.

5. Programming in FA,

We consider a standard model .# of a second order language %, and a system
& of equations of £ which is satisfied in .. Let f be an n-ary function symbol
of £, and D;[x1],...,Dylx,], E[y] formulas which define data types in .#. Let
Dy,..., Dy, E c || the sets of A-terms defined in .4 by these formulas.
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Then, for every A-term ¢ such that:
Fet:Vx1..Vxu{Dilx1],...,Dplxn] — E[f(x1,..., x)1}

we have 4 = (Huy...u, = f(uy,...,uy) for all uy € Dy,...,u, € D,. In other
words, the term ¢ is a program for the function f on the domain D; x... x Dy,.
Indeed, it then follows from theorem 9.19 that :
CA+Cy+EF ty |-Yx1...Yxp{D1[x1],..., Dylxpl — Elf(x1,..., x) 1}
that is to say :
CA+Co+EFVYxy...YVx,Vy1..Yyuiy1 |- Dilx1], ..., Yn |- Dnlxyl
= (L)1 Yn I-Elf (x1,..., x0)1}

Therefore, this formula holds in .#. According to the definition of data types,
we have 4 = y; |- D;ilx;] < yi = x; A D;[x;]. Hence:
M=V Nx{D1x1),...,Dylx,]

— (E[f(x1,..., Xx))I A (E) X1 ... X5 = f(X1,..., X))}
Now the interpretation of the term f¢ in ./ is the A-term ¢ (lemma 6.22).
Thus we obtain a program for f, by proving :

Dilx1],..., Dulxnl Fg Elf (x1,..., Xp)]

in second order intuitionistic logic, by means of rules D1 through D8.

Examples with integers

Let ¢,...,¢, be functions such that ¢; : N¥ — N ; we wish to program ¢, that
is to say to obtain a A-term ¢ such that (z‘)pl...plC =gy 91(p1,..., Pi,) for all
- —k1

Church numerals Py Bkl'

We consider a language £ consisting only of functions symbols fi,..., f, (the
arity of f; being k;), including 0 et s, which will be interpreted in N as the integer
0 and the successor function.

Let & be the set of those equational formulas of £ which are satisfied in the
following model ./ : the domain is N, and each symbol f; is interpreted by the
function ¢;.

We define a standard model .# of &, in which the interpretation of each symbol
fi is a function v¥; which extends ¢; (thus y; is a mapping of |.# Ik into ||,
where [/ | = Al =g;).

For that purpose, we consider the language %’ obtained by adding to £ an
infinite sequence cy, ..., Cp, ... of constant symbols. Let I (resp. I ') be the set
of closed terms of & (resp. &’).

We define an equivalence relation on 7' by : t ~u < & + t = u. Let 4’ be the
model of £’ such that its domain is |.#'| = 9/~ and the function symbols are
given their canonical interpretation. Then the restriction of .4’ to the subset
T |~ is a submodel A which is obviously isomorphic to .A4".
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Moreover, ¢, € |4\ |A'| : otherwise, we would have & I ¢, = 7, for some
closed term 7 of Z, and therefore & + Vx(x = 1), since ¢, occurs neither in &
nor in 7. Then .4/ would contain only one element, but this is false (actually,
|A4| is an infinite countable set).

Also, ' |= ¢, # ¢, whenever m # n : otherwise, we would have :
EFcm=cpthusEFVYxVy(x=y),

which would lead us to the same contradiction.

It follows that |.#'| \ |.#| is an infinite countable set.

Finally, ./’ satisfies & : indeed, let ¢ = u be an equation of &, where t and u are
terms of £, with variables x,...,x,, and let 71,...,7,, € 7. We need to prove
that 4" |= tlt1/x1,...,Tp/xp) = ult1/x1,..., T/ X,], that is to say :
EFtlty/x1,...,Tulxy]l = ult1/x1,...,75/%,], which is clear.

Then the isomorphism from .4/ onto .4 can be extended to a one to one func-
tion from |.#'| onto A/= pn - indeed, since |./| is the set of Church numerals,
its complement in A/=g, is countable. This allows us to transfer on A/=g, the
structure of .#’, defining therefore over A/= pn @ model ./ of & which is an
extension of A ; this is what was expected.

Remark

The above method will be systematically used in the further examples of “ program-
ming ” with various data types. It consists in extending, to the whole set A/=g,, func-
tions which are defined only on data types, and preserving the equations which they
satisfy. The above proof still applies, provided that the data types under consideration
do noft consist of one single element.

Thus we will take, as equational system &, the set of all equational formulas satisfied by
the functions to be programmed, on their domains, and we will be allowed to assume
that & is satisfied on the whole standard model .4 .

The formula Int[x] = VX{Vy(Xy — Xsy), X0 — Xx} is written in the language
%, using the functions symbols 0 and s. We proved above that this formula
defines a data type. In order to program the function ¢, it is thus sufficient to
obtain an intuitionistic proof of :

Vxi...Vxp Intlx],..., Int[xg, ] — Int[fl(xl,...,xkl)]}

by means of rules D1 through D8. In rule D8, we can use any equation satisfied
inNby @1,...,0,.

Consider, for instance, the language £, consisting of the symbols 0, s, +, x and
p (for the predecessor function). In order to program the successor function,
we look for an intuitionistic proof of Vx{Int[x] — Int[s(x)]}, thus for a term of
this type.
Now we have :

v:Intx], f:Vy( Xy — Xsy),a: X0+ (v)fa: Xx
(by rules T1, T6, T4). Hence :
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v:Intx], f:Vy( Xy — Xsy),a: X0+ (f)(v)fa: Xsx;
therefore, by rule T2 :

v:Intlx]FAfAda(f)(v)fa:Vy(Xy — Xsy), X0 — Xsx
and finally :
F suc:Int[x] — Int[sx], where suc is defined as AvAfAa(f)(v)fa.

We shall need below the derived rules stated in the next two propositions :

Proposition 9.25.

A, V:BEAf(f)xy:AANB;

tAANBF (x)1:A;x:AANBF (x)0:B;
tAFAfAg(f)x:AVB;y:B-AfAg(g)y:AVB;
CAltIxIFAf(fHla:3xA;

tAlt/x] - B+ Az(a)z:VxA— B.

=

Q Q =%

Notice that, using proposition 9.8, we obtain the following consequences :
if TFt:AandT+u:B,thenTHAf(f)tu: AAB;
if'-t:AAB,thenT'H(f)1: Aand '+ (£)0: B;
if'+-t:A thenT'HFAfAg(f)t: AV B;
if TFu:B,thenl'FAfAg(g)u:Av B; etc.

Recall that AA B, AV B, 3x A are, respectively, the following formulas :
VX{(A,B— X)— X},
VX{(A— X),(B— X)— X},
VX{Vx(A— X)— X}.

Proof of the proposition :
x:A y:B, f:AB—XF(f)xy: Xbyrules Tl and T3;
therefore, x: A, y: BFAf(f)xy: (A B— X)— X;
then, by T7, we obtain the first property.
xX:AANBFx:(ALB—A)— AbyTland T6;nowkH AxAyx:A,B— A;
thus x: AABF (x)1: A.
x:A f:A-X,g:B—=XF(flx:X;
therefore x: A AfAg(f)x:(A— X),(B— X)— X;
hencex: AFAfAg(f)x: AV B.
a:Altlx], f:Vx(A— X)F f: Alt/x] — X by T1 and T6;
thusa: Alt/x], f:Vx(A—=X)F(fla:X;
thena: Alt/xIFAf(fla:Vx(A—X)— X;
finallya: Alt/x]FAf(f)a:3x A.
a:Altlx] - B,z:VxAF z: Alt/x];
thusa: Alt/x] — B,z:VxAF (a)z:B;
finally a: Alt/x] — B+ Az(a)z:Vx Alx] — B.

Q.E.D.
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Proposition 9.26 (Proofs by induction on N).

Dv:iIntlx], p:Vy(Alyl — Alsyl), a: A0l - (V)pa : Alx] ;

ii) v:Intlx], ¢ : Vy(Alyl — Alsyl), a: Al0], v : Vz(Alz], Blz] — Blsz]), : B[0]
t:Blx],

where t can be taken either as :

(VACAF (N (@)D (@) () 1)(c)0)Ag(g)ap)O oras :
(VAfAaAb((f)(gp)a)(y)ab)0ap.

(i) is immediate since, by rules T1 and T6, we have :
v:Int[x] -v:Vy(Alyl — Alsyl), Al0] — Alx].

(i) First proof : we prove A[x] A B[x] by induction (we mean : using (i)).

By proposition 9.25, we have : - Ag(g)ap : A[0] A B[0] ; on the other hand :
c: AlylABlylF(c)1: Alyl, (c)0: Blyl;

thus c: A[y] A Byl + (@) (c)1: Alsyl, (w)(c)1)(c)0: B[sy] ; therefore :
c:AlYIABIyIEAf((NH (@)D ((w)(c)1)(c)0: Alsy]l A Blsy] ; hence:
F1o:Vy(Alyl ABly] — Alsyl A Blsyl),

where 79 = AcA f((f) () (c0)D) ((y)(c)1)(c)0.

It follows that : v : Int[x] - (vTo)Ag(g)aB: Alx] A Blx], and, finally :

v:Int[x] F ((vto)1g(g)aB)0: Blx].

Second proof : we prove F[x] = Vy(Alyl, B[yl — Blx+ y]) by induction on x,
using the following equations: x+0=x;0+y=y; X+ Sy=sx+J.
These equations are obviously satisfied in N, so they also hold in the standard
model, according to our remark page 187.
Clearly, - 0: F[0] (use rule T8 and the equation 0+ y = y).
On the other hand, we have :
f:Flz]l,a: Alyl, b: Blyl+ (p)a: Alsyl, (w)ab: B[sy], and therefore : f: F|z],
a:Alyl, b:Blyl= ()@ a)(y)ab: Blz+sy].
Then, using the equation z + sy = sz + y, we obtain :
f:FlzlF AaAb((f)(p)a)(w)ab: Alyl, Bly] — Blsz+ yl.
Hence, -7 : F[z] — F[sz], where 7, = A fAaAb((f)(¢)a)(w)ab.
According to (i) it follows that v:Int[x] F (v)7,0: F[x].
Now, by rule T4, we obtain v :Int[x] F (v)7,0: A[0], B[0O] — B[x +0].
Finally, using the equation x +0 = x, we have :
v:Int[x] + (v)T:0ap: Blx].
Q.ED.

We obtain an alternative form of the inductive reasoning :

Corollary 9.27.
We have v : Int[x], v : VY y(Intly], Byl — Blsyl), 8: BI0] - u: Blx], where u is the
term tlsuc/g,0/al, and t is defined as in proposition 9.26.
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This is obvious from proposition 9.26, since F suc : Vx(Int[x] — Int[sx]) and
F 0: Int[0].
Q.E.D.
To program the predecessor function on N, we use the equations :
p0=0; psx = x (and, if needed, the previous equations involving +).
By rules T1 and T8, we have :
v:Intx], f:Vy(Xy— Xsy),a: X0+ a: Xp0,1:Vy(Xy, Xpy — Xpsy).
Then we apply proposition 9.26(ii), taking A[x] = Xx, B[x] = Xpx, o= f, v =1,
a = ff = a. Thus we obtain a term u such that :
v:Int[x], f:Vy(Xy— Xsy),a: X0+ u: Xpx; therefore :
v:Int[x] - AfAau:Int[px].
This provides the following term for the predecessor function :
MWAfAa(vAgAbAc((g)(f)b)b)0aa.
The next proposition expresses the principle : every integer is either the suc-
cessor of an integer or 0.

Proposition 9.28. v: Int{x] F ¢t : VX{Vy(ntly] — Xsy), X0 — Xx},
where t = (vAhRAfAa(f)((h)suc)0)0.

Let H[x] be the formula VX{Vy(Int[y] — Xsy), X0 — Xx}. It is proved by in-
duction on x. Clearly, - 0: H[0]. Moreover :
h: H[z]F h:VYy{Int[y] — Int[sy]}, Int[0] — Int[z]
(replace Xy with Int[y] in H[z]).
Since F suc: Vy{Int[y] — Int[sy]} and I 0 : Int[0], we may deduce that :
h: H[z] - ((h)suc)0: Int[z].
Thus h: H(z], f:Vy{Int[y] = Xsy}, a: X0 (f)((h)suc)0: Xsz.
Hence, - AhAfAa(f)((h)suc)0:Vz(H[z] — H[sz]).
Finally, we get v : Int[x] F ¢: H[x].
Q.E.D.
We therefore obtain another A-term for the predecessor function on N, using
the same equations as above. With this aim, we replace X x by Int[px] in propo-
sition 9.28, which gives :
v:Int[x] - ¢: Vy(Int[y] — Int[psy]), Int[p0] — Int[px].
Now we have psy =y and p0 =0, thus + I: Vy(nt[y] — Int[psy]) and
F 0:Int[p0]. It follows that we may take Av(vAhAfAa(f)((h)suc)0)0I0 (where
I = Ax x) as a term for the predecessor function.

Examples with lists

We add to £ the constant symbol $ and the binary function symbol cons. Let
Alx] be a data type ; then the type of the lists of objects of A is written :
LA[x] =VX{VyVz(Alyl, Xz — Xcons(y,z)), X$ — Xx}.
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Thus, $ represents the empty list and cons(y, z) represents the list obtained by
putting the data y in front of the list z.

For every formula F, we obviously have the following typing (inductive reason-
ing on lists) :

o:LA[x], ¢:YyVz(Alyl, Flz] — Flcons(y,z)]), a: F[$] + (o)pa: F[x].

Length of a list.

We use the equations : [($) = 0; I[(cons(y, z)) = s(I(z)).

In the context o : LA[x], f : Vy(Xy — Xsy),a: X0, we prove XI(x) by induction
on x. By the previous equations, we have :

o:LA[x], f:Vy(Xy — Xsy),a: X0 F a: X1($), f: X1(z) — XI(cons(y, z)). Hence :
o:LA[x], f:Vy(Xy — Xsy),a: X0+ Ax f: Alyl, X1(z) — XI(cons(y, z)).

It follows that o: LA[x], f:Vy(Xy — Xsy),a: X0+ ((0)Ax f)a: X1(x)

and therefore: - AoAfAa((o)Ax f)a:Vx(LA[x] — Int[l(x)]), which provides a
A-term for the length of lists.

Reversal (or mirror) of a list.
We add to Z function symbols mir (unary) and ¢ (binary) ; mir(x) represents
the reversal of the list x and c(y, z) the list obtained by putting the data z at the
end of the list y.
We will use the equations :
c($, a) =cons(a,$) ; c(cons(b, x),a) = cons(b, c(x,a)) ;
mir($) = $; mir(cons(a, x)) = c(mir(x), a).
In the context o : LA[x], we prove LA[mir(x)] by induction on x.
First, we have +0: LA[mir($)].
Now we need a term of type VyVz(A[y], LA[mir(z)] — LA[mir(cons(y, z))]), that
is to say YyVz(A[y], LAlmir(z)] — LA[c(mir(z), y)]). It suffices to obtain a term
of type : VyVz(Alyl,LAlz] — LA[c(z,y)]). Now we have :
a:Alyol, 7: LAlzol, f:YyVz(Aly]l, Xz — Xcons(y, z)), a: X$
F(f)aa: Xcons(yy,$)
and therefore - (f)aa: Xc($, yo).
On the other hand, the type VyVz(Alyl, Xc(z, yo) — Xc(cons(y, z), yp)) can also
be written: VyVz(Alyl, Xc(z,yo) — Xcons(y, c(z, y0))).
To obtain a term of this type, it suffices to obtain one of type :
VyVz(Alyl, Xz — Xcons(y, 2)) ;
therefore, we have :
a: Alyol, T: LAlzol, f:VyVz(Alyl, Xz — Xcons(y, z)), a: X$
F f:VyVz(Alyl, Xc(z, yo) = Xc(cons(y, 2), yo)).
Finally :
a:Alyol, 7: LAlzol, f:YyVz(Alyl, Xz — Xcons(y, z)), a: X$
=@ f(Haa: Xc(zo, yo),
and therefore :
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a:Alyl, T: LAlzol A fAa(t f)(f)aa: LAlc(zg, yo)], thatis:

FAaAtAfAa(r f)(flaa:VYyVz(Alyl,LAlz] — LAlc(z, y)]).

So we now have o : LA[x] - ((0)AaAtAfAa(tf)(f)aa)0 : LA[mir(x)], which
provides the term Ao ((0)AaATtAfAa(t f)(f)aa)0 as areversal operator for lists.

References for chapter 9

[Kri87], [Kri90], [Lei83], [Par88].
(The references are in the bibliography at the end of the book).



Chapter 10

Representable functions in system F

We wish to give a characterization of the class of those recursive functions from
N to N which are representable by a A-term of type Int — Int in system % (in
other words, the class of functions which can be “ programmed ” in system .%).

Our first remark is that this class does not contain all recursive functions ; this
can be seen by the following simple diagonal argument :
Let ty, 1y, ..., I, ... be arecursive enumeration of the A-terms of type Int — Int in
system . We define a recursive function ¢ : N — N by taking, for every n e N,
@(n) =1 (resp. ¢(n) = 0) if the normal form of (¢,)n is 0 (resp. is # 0). If the
function ¢ was represented by ¢, for some integer n, then (z,)n would be S-
equivalent to the Church integer ¢(n). This is false and, therefore, the recursive
function ¢ is not in the class under consideration.
Consider the language £ of combinatory logic, with the constant symbols K, S
and the binary function symbol Ap. Recall that, with each A-term ¢, we can
associate a term f¢ of £, such that the interpretation of ¢t in the standard
model of £ is t (lemma 6.22).
The A-term AnAfAx(f)(n)fx is denoted by suc ; by abuse of notation, the
terms sucy and 0 (of £) will still be denoted, respectively, by suc and 0. We
define two formulas of £ :
Int=VX{(X — X) — (X — X)} (where X is a propositional variable), and
Int[x] =VX{Vy(Xy — X(suc)y), X0 — Xx}.
In chapter 9, we have seen that the formula Int[x] defines a data type in the
standard model of Z, and therefore also in every standard model of any lan-
guage ¢’ which extends £. Clearly, the interpretation of Int[x] in any standard
model is the set of Church numerals.
Let 9 be a theory (a system of axioms) in a language £ (9 )> %, and ¢ :N—N
arecursive function ; ¢ is said to be provably totalin the theory I if there exists
aterm t(x) of £(9), of which x is the only variable, such that :

e 9 F Vx{Int[x] — Int[#(x)]} (in classical second order logic) ;

193
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e There exists a standard model .4 of 9, in which the term #(x) represents
the function ¢ (in other words, for every Church numeral 7, the interpretation
of t(n) in . is the Church numeral ¢(n)).

Proposition 10.1. We have the following typings :
Dv:(x|-Inf+v:Int[((x)suc)0] ;
i) v:Int[x] ¢, (V)suc)0: (x ||-Ing).

Recall that the system of axioms Cy consists of both equations (K)xy = x and
(Sxyz=((x)z)(y)z.
i) The formula x |- Int can be written
VXV fVYaiVyXy— X(f)y),Xa— X(x)fa}.

Therefore, by the typing rules T1 and T4 (replace f by suc and a by 0), we im-
mediately obtain :
v:x||-Int) Fv:VX{Vy(Xy — X(suc)y), X0 — X((x)suc)0}, that is :
v:(x||-Int) - v:Int[((x)suc)0].
ii) We prove x |- Int by induction on x ; 0 |- Int is the formula :
VXV fVaiVyXy— X(f)y),Xa— X(0)fa}.
Now Cy F (0) fa = a, and we have, trivially :
FO:VXVfVa{Vy(Xy— X(f)y),Xa— Xa}.
Hence ¢, 0: (0 ||~ Int) (rule T8).
We now look for a term of type x |- Int — (suc)x |- Int. We have :
v:(x||-Int), ¢:Vy(Xy— X(f)y),a: Xat (v)pa: X(x) fa, therefore :
v:(x|-Int), ¢:Vy(Xy— X(f)y), a: Xak (p)(V)pa: X(f)(x)fa. Now:
Co - (suc)xfa= (f)(x)fa. By rule T8, we obtain :
vi(x|-Int), ¢:Vy(Xy— X(f)y), a: Xaktc, (@)Vpa: X(suc)xfa
and therefore, by T2 :
v:i(x[|-Int) k¢, ApAalp)(v)ga: ((suc)x ||-Int). Hence:
Fc, suc:Vxi{x [|-Int— (suc)x ||~ Int}.
We have proved 0 |- Int and Vx{x |- Int — (suc)x |- Int} ; it follows that :
v:Int[x] F¢, (v)suc)0: (x [|-Int).

Q.E.D.

Proposition 10.2. Let t be a A-term such that - t: Int — Int is a typing in sys-
tem F. Thentc, An(t)(n)suc0: Vx{Int{x] — Int[(t¥)x sucOl} is a typing in sys-
tem F Ay, with the equational axioms Cy.

By theorem 9.19, we have k¢, ¢ : fy |- Int — Int, thatis :

* Fc, t:Vxix |- Int — (fe)x |- Int}.

By proposition 10.1(ii), 7 : Int[x] ¢, (n)suc 0: x |- Int, and therefore, by (*) and
rule T3, we have n:Int[x] ¢, (£)(n)suc 0: (t¢)x ||-Int. Then it follows from
proposition 10.1(i) that :
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n:Int[x] ¢, (1) (n)suc 0: Int[(f)x suc 0], hence :
Fc, An(t)(n)suc 0 : Int[x] — Int[(fe)x suc 0].
Q.E.D.

Theorem 10.3. Let t be a A-term such thatt t: Int — Int is a typing in system & .
Then t represents a function from N to N which is provably total in the theory
CA+ C,.

Using proposition 10.2 and the Curry-Howard correspondence (as stated chap-
ter 9, page 173), we get CA+ Cp - Vx{Int[x] — Int[(f%)x sucO0]}. Thus the term
(te)x sucO represents a function ¥ : N — N, which is provably total in the the-
ory CA+ Cp.
The term t represents a function ¢ : N — N : indeed, if n is a Church numeral,
then, in system %, we have F n:Int, and therefore | (¢)n : Int. It follows (by
the adequacy lemma 8.13 and proposition 8.14) that (f)n is f-equivalent to a
Church numeral.
Then it is enough to prove that ¢ = y. The interpretation of ¢ in the standard
model is txp ~p ¢ (lemma 6.22). Consequently, for every Church numeral n,
the interpretation of (f¢)n suc 0 in the standard model is (f)n suc 0. Now
(H)n suc 0 =g (t)n, since (¢)n is a Church numeral. Hence v (n) = ¢(n).

Q.ED.

The next theorem is a strengthened converse of theorem 10.3.

Theorem 10.4. Let & be a system of equations in a language £ (&) > £, and
¢ :N — N a function which is provably total in CA+ &. Then there exists a A-
term t, of type Int — Int in system &, which represents the function .

By hypothesis, there exist a term u(x) of £ (&), the only variable of which is x,
and a standard model .4 of &, such that :

i) CA+ &+ Vx{Int[x] — Int[u(x)]} and

ii) A = u(n) = ¢(n) for every Church numeral 7.

According to (i), the expression +¢ Int[x] — Int[u(x)] can be obtained by means
of the deduction rules DO through D8 of chapter 9, page 172 (completeness
theorem for the classical second order predicate calculus). In view of theo-
rem 10.5 below, there also exists an intuitionistic proof for this expression, that
is a proof only involving rules D1 through D8. Now, by the Curry-Howard cor-
respondence (chapter 9, page 173), such a proof provides a A-term ¢ such that
Fe t:Int[x] — Int[u(x)] (a typed term in system F A, with the equational axioms
&).

The term ¢ represents the function ¢ ; indeed, by theorem 9.19, we have :
CA+&+Cyl (ty |-Int[x] — Int[u(x)]), that is :

CA+E+CoFVxVyly |I-Int[x] — (te)y |- Int[u(x)]}.



196 Lambda-calculus, types and models

Thus the standard model ./ satisfies the formula :
VxVyly |-Int[x] — (f%)y |- Int[u(x)]}. Now the formula Int[x] defines a data
type, in the standard model .# . Hence :
M =YXV yly |- Int[x] — Int[x] A x = y}, and therefore :
A =V x{Int[x] — (te)x = u(x)}. In other words, the term (f)x represents the
same function as u(x), that is ¢. Since the interpretation of ¢ in the standard
model ./ is t (lemma 6.22), we see that ¢ represents ¢.
Finally, the term ¢ is of type Int — Int in system %. Indeed, we have the typing
Fe t:Int[x] — Int[u(x)] in system FA,. Thus we also have :
F ¢:Int[x]” — Int[u(x)]~ as a typing in system & (see the proof of the normal-
ization theorem 9.6 for FA>).
Now this typing is simply I ¢ : Int — Int.

Q.E.D.

Godel’s - -translation

Theorem 10.5. Let& be a system of equations in a language £ (&) > £, ando,t
two terms of £ (&). If the expression \-g Intlo] — Int[t] can be proved in classical
second order logic (that is with rules DO through D8, page 172), then it can also
be proved in intuitionistic second order logic (in other words, without using rule
Do).

We add to the language £ (&) a propositional constant O (that is a 0-ary relation
symbol); whenever A is a formula, we will denote the formula A — O by 1 A.

For every formula A, we define a formula A*, by induction, by the following
conditions :

if Ais atomic, then A* is g A4;

(A— B)*is A* — B*;

(VEA)* is V¢ A* whenever ¢ is an individual variable or a relation variable.
So the formula A* is obtained by putting -1 before every atomic subformula of
A. A* will be called the Godel translation of A.

Remark. This is not exactly the classical definition of the Gddel translation of A, ac-
cording to which one should put =y before every atomic subformula of A.

Lemma 10.6. i) -9 A  —9A;
it) 7070(A— B) F' 1979 A— 790 B ;
iii) 790 V¢ A Vgm0 A whenever € is a first or second order variable.

The notation Aj,..., Ax i A means that A is an intuitionistic consequence of
Ay, ..., Ay, that is to say that the expression Aj,..., Ay - A can be obtained by
means of the rules D1 through D8 of chapter 9 (page 172).
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i) Remark that, if X -’ Y, then —0Y i —19X; indeed, if Y is deduced from X,
then O is deduced from X and Y — O.
Now, clearly, A+ —g=gA. Therefore, by the previous remark, we have :
“pTp 0 A ! A
ii) With the premises ((A — B) — 0) — O, (A — O) — O, B — O, we have to
deduce O. From B — O, we deduce (A — B) — (A — O); with (A — O) — O, we
obtain (A — B) — O.
From this and ((A — B) — O) — O, we deduce O.
iii) We wish to show (V¢ A) — O) — O - (A — O) — O; so with the premises
(VéEA) — O) — O and A — O, we have to deduce O. Now we know V& A ! A;
with A — O, we deduce V¢é A — O; from this and (V¢ A) — O) — O, we obtain
0.

Q.E.D.

Lemma 10.7. —¢—gA* ' A* for every formula A.

The proof is by induction on the length of the formula A.
If A is atomic, what we have to prove is —1p—1p10 A i =9 A : this is precisely
lemma 10.63).
If Ais B— C, gmgA* is 79719(B* — C*); by lemma 10.6(ii), we have :
90 A" F 979 BY — 199 C*.
Now B* i =p=9B* (obvious), and —y—oC* - C* (induction hypothesis).
Hence —g—gA* ! B* — C*, thatis 7p—gA* Fi A*.
If Ais V¢B, where ¢ is a first order or second order variable, then —g—¢A* is
—07oVEB*. By lemma 10.6(iii), we have —g—gA* F! Vé-y—oB* and therefore
=979 A* ¥ =gm9B*. Now, by the induction hypothesis, =9—¢B* ' B*. Thus
=90 A* ! B*, and since & does not occur free in =g A*, we have :
—00A* FIVEB*, thatis 7ggA* H! A*.

Q.ED.

Lemma 10.8. (n—A)* ! A* for every formula A.

Since L is the formula VX X, L* is VX=X, that is VX(X — 0O). Therefore
O F'L* (obvious) and L*F O (replace X by O — O in the previous formula).
Thus L* is equivalent to O in intuitionistic logic.
(7= A)* is the formula (A —1) —1)*, thatis (A* —L*) —_L*. Thus (02 A)* +!
(A* — 0) — O, or equivalently (7= A)* -’ =y—9A*. Then the conclusion follows
from lemma 10.7.

Q.ED.

Lemma 10.9. Let A, B be two formulas, and X a k-ary relation variable. Then :
{AB/Xxy... 5.1} Y A*[1gB* /1 Xx1 ... x) and
A*[oB* /1 Xx1...x, ] FH{A[B/ Xx1 ... xi ]}
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The proof is by induction on the length of A. If A is atomic and its first symbol
is X,say A= Xty...1t, then:

A*[oB*I1Xx1...x;) = 9moB* [t/ x1, ..., ti/ xx] and

{A[B/ X x; xk]}* =B*[f{/x,..., te! Xi).
Then the result follows from lemma 10.7. The other cases of the inductive proof
are trivial.

Q.ED.

Theorem 10.10. Let & be a system of equations in a language £ (&) > £, let of
be a finite set of formulas of £(&), and «/* = {F*; F € «/}. If one can obtain
o Fg A by rules DO through D8, page 172, then one can obtain <7 * I—fga A* by
rules D1 through D8 only.

The theorem means that if «/ ¢ A can be proved in classical second order
logic, then the Godel translation </ * - ’g A* can be proved in intuitionistic sec-
ond order logic.

We shall prove it by induction on the length of the derivation of o« g A with
rules DO, ..., D8. Consider the last rule used.
Ifitis DO, then &« ¢ A can be written : 98, 711 A kg A. Itis enough to show that
(71 A)* i A* : this was done in lemma 10.8.
Ifitis D1, D2, D3, D5 or D7, the result is obvious from the definition of A*.
If it is D4 or D8, we obtain the result by proving that {A[¢/x]}* = A*[t/x] for
every term ¢ and every formula A of £ (this is immediate, by induction on A).
Ifitis D6, then A = B[C/Xx; ... xk] ; by the induction hypothesis, the expression
o* iV X B* was previously deduced ; so we also obtain :

A* F B*[1gC* I Xxy ... x¢].
By lemma 10.9, we finally deduce </ * F{BICI XXy ... x;]}.

Q.E.D.

Proposition 10.11. Let U, V be two formulas of £ (&) such that U I—fg, U* and
v I—éa 0 ﬂQV. If one can obtain U g V by rules DO through D8, then one can
obtain U =, V by rules D1 through D8 only.

By theorem 10.10, U* - (‘g V* can be obtained by rules D1 through D8. The hy-
potheses about the formulas U, V show that one can also deduce U + "g =970V
by means of these rules, thatis: U jgb (V— 0) — O. Now O is a propositional
constant which does not occur in U. Thus it suffices to replace O by V to obtain
the desired result: U L V.
Q.E.D.

Any type U[x] such that U[x] - U*[x] will be called an input type, while a type
V[x] such that V*[x] F 9=V [x] will be called an output type.



Chapter 10. Representable functions in system F 199

Proposition 10.12. The type Int[x] is an input-output one, that is to say that we
have : Int[x] ! Int* [x], and Int" [x] ' 7g—oIntx].

Int[x] is the formula : VX{Vy(Xy — X(suc)y), X0 — Xx}. By replacing X with
=19 X, we immediately obtain Int*[x], which is :
VX{Vy(noXy— 79X (suc)y), 10X0— 19 Xx}.
Now in the formula Int* [x], replace X x with —yInt[x]; the result is :
Vy(mpmoInt[y] — =9 7oInt[(suc) y1), 7o 70Int[0] — =9 oInt[x].
Now it can be seen easily that - Int[y] — Int[(suc) y], so that :
i 9 oInt[y] — 7goInt[(suc) y]. We also have i Int[0], and therefore :
i =9=0Int[0]. Finally, Int* [x] F —g=oInt[x].
Q.ED.

Now we are able to prove theorem 10.5 : suppose that Int[o] F¢ Int[t] have
been obtained by means of rules D0, D1, ..., D8. By proposition 10.12, we have
Int[o] F Int*[o] and Int*[7] F! —=g—gInt[7]. Therefore, by proposition 10.11, we
can obtain Int[o] I—éa Int[7] by rules D1, ..., D8 only.

Q.E.D.

Theorems 10.3 and 10.4 provide a characterization of the class of those recur-
sive functions from N to N which are represented by a A-term of type Int — Int
in system % (and therefore also of the class of those recursive functions which
are represented by a typed A-term in FAj, of type Int[x] — Int[#(x)], with an
arbitrary equational system &, in a language £ (&) o £, t(x) being a term of
Z(&)). This is the class of functions which are provably total in the theory
CA+ Cy; itis also the class of functions which are provably total in the theory
CA+ &, where & is any equational system containing Cp.

Undecidability of strong normalization

As an application of the above results (namely theorems 8.9 and 10.4), we will
now show :

Theorem 10.13. The set of strongly normalizable A-terms is not recursive.
The argument is a modification of [Urz03]. We first prove :

Theorem 10.14.
Let f :N? — {0,1} be representable by a A-term of type Int, Int — Bool in system F .
Then, there exists a A-term ®, with the only free variable x, such that, for all
meN:

i) ®[m/x] is solvable = (IneN) f(m,n) =1.

ii) @neN) f(m,n) =1 = ®[m/x] is strongly normalizable.
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Remark. Recall that :

Int=VX(X — X),X — X)and Bool=VX(X, X — X);

if meN, then M = (suc)™0; suc = AnAfAx(f)(n) fxis a A-term for the successor ;
0=0=AxAyy,1=AxAyx.

Let ¢p be a A-term which represents f, such that:
k< ¢ : Int,Int — Bool

Consider the following A-term, with a free variable x :
W =Ay(pxy0)Aw(w)y* w, with y* = (suc)y.
We define ® = (W)0W and we show that ® has the desired property.

For each integer m, we put: W™ =W/ x] = Ay(pmy0)Aw(w)y* w.

Proof of (i)
Let m be a fixed integer such that f(m, n) = 0 for all n € N. We have :
WMAW™ =, (pma0)Aw(w)a™ w)W™.
Recall that >, denotes the weak head reduction (see page 30).
Since ¢ represents f, we have ¢pmn ~g 0 for all n € N. Therefore, by lemma 2.12,
we have :
(pmad) Aw(w)a* w)W™ >, Aww)a*w)W™ >, Wmatwm,
We have shown that WmaAW™ >, W™ a* W™ for all n. But a* = (suc)ii = p
with p = n+ 1. It follows that :
O/ x] = WOW™ =), WIW™ =, - >, WHAW™ >, ---
This infinite weak head reduction shows that ®[7:/x] is not solvable (theo-
rem 4.9).

Proof of (ii)
Let A=Int— VX(X — Id) where Id = VX (X — X). We first show that :

Fg W :Int, A — 1d for every m € N.
Indeed, we have :
y:Intkg y* :Int because g suc:Int — Int.
y:Inttw: Atg wy" :VX(X —1d) and therefore :
y:Int,w: Atg wy* w:1d. It follows that :
y:Intkgz Awwy* w: A— Id. Now, since 0 = AxAy y, we have trivially :
y:Intkz0:A—1d.
But, by hypothesis, x:Int, y:IntFg4 ¢pxy:Bool, and therefore :
y:Intkg (pmyO)Awwy w: A—1Id
(note that g 1 : Int, because 4 0: Int and g suc: Int — Int).
Thus, we get g Ay(Ppmy0)Aw wy* w:Int, A— Id which is the result.

If p eN, then we have g p:Int. It follows that :
Fg W™p:A—Id forevery m, p € N.

In particular, W and W™ p are strongly normalizable (theorem 8.9).
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Lemma 10.15. Lett,t*, 1y,..., tx € A such that t >, t* (t* is obtained from t by
weak head reduction). If t and t* t, ... ty. are strongly normalizable, then tt, ...ty
is strongly normalizable.

Proof by induction on the length of the weak head reduction from ¢ to ¢*. If this
length is 0, the result is obvious, since ¢ = t*. Otherwise, we have :
t=Axu)vu,...u; and we put t' = u[v/x]u; ... u;. By the induction hypothesis,
we see that t'ty...tx = u[v/x]uy...u;t; ...ty is strongly normalizable. But v is
also strongly normalizable, since t is. Therefore, by lemma 4.27 :
Axwvuy...ujty... tp = tty ... ty is strongly normalizable.

Q.ED.

We now consider a fixed integer m such that f(m, p) = 1 for some p. Let n be
the first such p. We have to show that W™0W™ is strongly normalizable. In
fact we show, by a backward recursion from 7 to 0, that W pW™ is strongly
normalizable, for 0 < p < n. With this aim in view, we apply lemma 10.15, with
t=W"p, k=1, 1 = W". We have already proved that ¢ and t; are strongly
normalizable. We have :
t=AypmyO)Aw(w)y*tw)p >y (pmpO)Aw(w)§w with g =p +1,
since (suc)p =q.
Consider first the case p = n ; by hypothesis, we have ¢pmn ~g 1. Therefore, by
lemma 2.12, we have (¢pmn0)Aw(w)gw >, 0.
It follows that t = W™7 >,, 0 and we can take t* = 0.
We have to show that ¢*1;, i.e. 0W'™, is strongly normalizable, which is trivial,
since W' is.
Consider now the case p < n ; by hypothesis, we have ¢rp =g 0. Therefore, by
lemma 2.12, we have (¢mp0)Aw(w)qw >, Aw(w)gw.
It follows that ¢t = W™ p >, Aw(w)gw and we can take t* = Aw(w)qw.
We have to show that t* 1, i.e. (Aw(w)gqw)W™, is strongly normalizable.
By lemma 4.27, it suffices to show that W™ and W W™ are strongly normal-
izable. This is already known for W™, and for W™ gW™, this follows from the
induction hypothesis, since g = p + 1 (we are doing a backward induction).

Q.ED.
We shall now assume the following results from recursivity theory :
(1) For every recursively enumerable set E < N, there exists a primitive recur-
sive function f:N? — {0, 1} such that :

E={meN; @neN) f(m,n)=1}.

In other words, every recursively enumerable set of integers is the projection of a subset
of N?, the characteristic function of which is primitive recursive.
(2) Every primitive recursive function is provably total in the theory CA + & for
some set & of equations.
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Remark. Given a primitive recursive function, the idea is simply to write down the
equations defining it and to prove with them, in classical second order logic, that this
function sends integers into integers. The details will be written in a future version of
this book.

We can now prove theorem 10.13. More precisely, we show :

Theorem 10.16. The set of strongly normalizable terms and the set of unsolvable
terms are recursively inseparable. In other words, a recursive set which contains
every strongly normalizable term must contain an unsolvable term.

Let Z be a recursive set which contains every strongly normalizable term and
no unsolvable term. We choose a recursively enumerable set E < N which is not
recursive. Let f be a primitive recursive function, obtained by (1). By means
of (2) and theorem 10.4, we see that f is representable, in system %, by a A-
term of type Int, Int — Bool. By theorem 10.14, we get a A-term @ such that, for
almeN:

®[m/x] is solvable > me E;

me E = ®[m/x] is strongly normalizable.
By hypothesis on £, this gives: ®[m/x] € £ < mekE.
This is a contradiction, because Z is recursive and E is not.

Q.E.D.

References for chapter 10

[Fri77], [Gir71], [Gir72], [Urz03].
(The references are in the bibliography at the end of the book).
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