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Abstract. We introduce a Game Semantics where strategies are partial
orders, and composition is a generalization of the merging of orders.
Building on this, to bridge between Game Semantics and Concurrency,
we explore the relation between Event Structures and Linear Strategies.
The former are a true concurrency model introduced by Nielsen, Plotkin,
Winskel, the latter a family of linear innocent strategies developed starting
from Girard’s work in the setting of Ludics.

We extend our construction on partial orders to classes of event structures,
showing how to reduce composition of event structures to the simple
definition of merging of orders. Finally, we introduce a compact closed
category of event structures which embeds Linear Strategies.

1 Introduction and background

Game Semantics has been successful in providing accurate (fully abstract) mod-
els to programming languages and logical systems; the key feature of such a
semantics is to be interactive. Computation is interpreted as a play (an interac-
tion) between two players, where Player (P) represents the program/proof, and
Opponent (0) represents the environment, the context. The set of the possible
plays represents the operational behavior of a term, and is called a strategy. The
play should respect some “rules of the game”, expressed by an arena, which
denotes a type.

Since interaction is the main feature also of a concurrent system and of process
calculi, it appears natural to search for an extension of Game Semantics able
to model parallel and concurrent computation. This is indeed an active line
of research, even though still at its early stage. A way to allow parallelism
is to relax sequentiality, and have plays (i.e. traces of computation) which are
“partial orders” instead of totally ordered sequences of moves. The intent of this
approach is actually two-folded: to allow for parallelism, and to provide partial
order models of sequential computation, i.e. models where the scheduling in
which the actions should be performed is not completely specified, while it is
still possible to express constraints: certain tasks may have to be performed
before other tasks; other actions can be performed in parallel, or scheduled in
any order.
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A Game Semantics where strategies would be partial orders has been first
propounded by Hyland in a seminal talk in Lyon. Our paper is an effort to
pursue this direction. We introduce a Game Semantics where strategies are
partial orders, and composition is the merging of the orders; on this basis, we
are led to investigate how a class of strategies, here called linear strategies, fits
inside a larger picture where we have frue concurrency models.

Linear strategies. In this paper, we use the name linear strategies to designate a
family of strategies originated by the work of Girard in Ludics [10]. Ludics can
be seen as a Game Semantics where the foundational role of interaction is taken
even further; moreover, many features (actions, names, a built-in observational
equivalence) make it close to process calculi. We mention that, as established
in [7], Ludics has a close relation with the Linear Pi-calculus [26], i.e. a process
calculus which is asynchronous and internal (see [20]). The strategies defined in
Ludics (called designs in the original paper) can be seen as a (linear) variant of
Hyland-Ong innocent strategies. In [5] was then proposed a “more parallel”
version of Ludics, leading to the introduction of graph strategies, called L-nets;
these are in many ways close to proof-nets. Exploring this and moving through
several degree of sequentiality is the object of [4].

True concurrency. In the literature, there are two main approaches in the study
of models for parallel and concurrent programming languages. The first one is
represented by interleaving models, that describe a concurrent system by means
of possible scheduling of concurrent actions (all traces). The second one is repre-
sented by causal models, (also called true-concurrent models) in which concurrency,
dependency and conflict relations among actions are directly expressed. A fun-
damental instance of true concurrent models are event structures, introduced by
Nielsen, Plotkin and Winskel [19,23,24] as a theory combining Petri Nets and
Domain Theory. An event structure describes a concurrent system in terms of a
partial order, which specifies the causality relation between actions, and a conflict
relation, which specifies what actions are mutually exclusive.

In a previous work [6], we have proposed event structures as a mathemati-
cal framework unifying proof-nets and linear strategies. Building on previous
work by Varacca and Yoshida [22], there we have given a general definition of
composition, based on an abstract machine, which realizes both event struc-
tures and game semantics composition. Moreover, we have shown that linear
strategies (and proof-nets, in a sense) correspond to a particular subclass of
event structure called confusion free event structures; these latter model a kind of
well-behaving non-determinism, in which the choice is localized in “cells”.

Contributions of this paper. In this paper, we introduce a Game Semantics, where
strategies are partial orders (called po strategies) and composition is a general-
ization of merging of order (Section 2). The merging of two orders has been defined
by Girard in [10] as the transitive closure of their set-theoretical union. Under
certain acyclicity conditions, the result is a partial order. This is the base of
composition of linear strategies, and also of our po strategies. More precisely,



a central contribution of this paper is to generalize this operation, without re-
quiring any acyclicity condition. The main advantage of this definition is that it
appears mathematically clean and attractive, and this translates into direct and
-we believe- clearer proofs.

The Game Semantics we defined is rather general, since we do not require our
strategies neither to be Player/Opponent alternating nor to be sequential. Moreover
we admit an additional neutral polarity; intuitively, neutral actions correspond
to internal t-actions of process calculus.

Following an idea proposed by Hyland, we show how to extend the notion
of innocence to partial order strategies, i.e. to a setting which is parallel and
non-alternating. In the Hyland-Ong game model [12], innocence is an impor-
tant property on strategies, in order to obtain a well-defined Cartesian closed
category which provides a model for PCF and whose effective part consists of
morphisms (strategies) that are PCF-definable. In this paper we will see how to
extend innocence to a parallel and non alternating setting showing that such a
condition allow us to obtain a well defined category where arenas are objects
and po strategies are morphisms.

In Section 3 we show how to generalize this construction to event structures,
in order to define a general setting embedding linear strategies. Arenas are gen-
eralized to ES-arenas and po-strategies become typed event structures. All these
structures can be described in terms of special families of po-strategies. Using
this characterization, we show how to define a simple notion of composition of
typed event structure relying on the definition of merging of partial orders. This
definition of composition corresponds to the one given in [22]. We conclude
then by generalizing the category of innocent po-strategies to a compact closed
category of innocent event structures. Finally, starting from this category, we will
retrieve linear strategies as a sub-class.

Related work. The exploration of concurrent Game Semantics has been initiated
by Abramsky and Mellies with the introduction of Concurrent Games [2], which
give a fully complete model of Multiplicative-Additive Linear Logic; strategies
are here closure operators. Mellies and Mimram have then developed the fer-
tile line of asynchronous games [17, 18], where plays are seen as Mazurkiewicz
traces, and innocence receives a diagrammatic formulation. Since the purpose
of this line of work is a better understanding and a generalization of innocence,
there are several connections between our work and in particular [18], where
strategies also do not require neither alternation nor sequentiality. A main dif-
ference is the fact to work with traces or with partial orders, which is the choice
which allows us to rely on the merging of orders for composition.

Graph strategies have been introduced by Hyland, Schalk [14,21]. Partial
order models have then be proposed by McCusker [16], where partial order
models where used to study programming languages. The work of Curien,
Faggian and Maurel [4, 5] also fit in this line.

Game semantics for languages equipped with concurrency features have
been developed by Ghica, Laird and Murawsky [15, 9]. Strategies are here de-
scribed as set of traces.



2 Partial orders as strategies

In this section, we introduce a notion of arena and a notion of strategy on an
arena, where a strategy is a partial order (po strategies). We follow a minimal-
ist approach, in the spirit of [11,3]. We first introduce a rather general setting
in which we have po strategies and a notion of parallel composition (which is
well defined and associative); we then gradually add properties (innocence,
alternation, arborescence), and show that these properties are all preserved by
composition. Furthermore, by introducing a notion of innocence, we eventu-
ally obtain (Section 2.4) a category, where the objects are arenas, the arrows are
innocent po strategies, and their composition factorizes as parallel composition
plus hiding. However, since both parallel composition and hiding have an in-
dependent interest, we discuss them separately. At the end of Section 2.3, after
giving the definitions, we will discussion the connection between the notions
we introduce and the standard notion of innocent strategy.

We first recall some preliminary notions on partial orders. A strict partial
order (spo for short) is a pair (X, <x) where X is a set, and <x is binary, tran-
sitive and irreflexive relation and it is often denoted simply as X. We will use
X,Y,Z,W,... to range over spos. We will move freely between a strict partial
order (X, <x) and the partially ordered set or poset (X, <x), where <x is the
reflexive closure of <x. Given an element x € X, the set of its enabling elements
is [x) = {x" € X|lx’ <x x}. An spo is well founded if the set [x) is finite for all
x € X. It is arborescent if it is well founded and each x € X has at most one
immediate predecessor; we call forest a strict partial order which is arborescent
(we will talk of roots and children in the obvious way). A subset S C X is said
to be downward-closed if forall x € S, if y <x x then y € S.

2.1 Arenas and po strategies

A polarity € is an element of the set {+, —, £}: The positive polarity + corresponds
to Player, while the negative polarity — corresponds to Opponent. The neutral
polarity + plays a role similar to that of a T action in a process calculus. Given a
polarity €, its dual e* is defined as +* = — and —* = +, while +* is undefined.

An arena is a set of elements, here called actions, together with a polarity
for each action, and possibly some structure of order on the actions (which may
express causality or dependency). Our choice here is that the order to is a forest
(but this is not necessary).

Definition 1. An arena is a set I', whose elements are called actions, together with a
strict partial order relation <r and a polarization function nir : I' — {+, —, £}, which
satisfies: (1.) (I, <r) is a forest. (2.) For each a € T, if n(a) = =+, then n(c) = %, for all
c € I which are comparable with a.

With a slight abuse of notation, we will denote in the same way the arena and
the set of actions. We use Greek capital letters to range over arenas. Given an
arena I, we use a,b, ¢, ... to range over its actions. A action a is initial if it is a



root of ([, <r). If b is immediate predecessor of ¢, we say that b justifies ¢, and
write b +r c. An arena I is called +/- polarized if 7ir(I') C {+, -}, it is neutral if
nir(l) = {}. An arena I is alternating if a1 +r a, = m(a1) = 7(a2)*.

Observe that our definition of arena is rather general, and does not require
alternation. By definition, if b rr c, either none of them is neutral, or both are
neutral.

Constructions on arenas. Given two arena I'1, [, which are disjoint,i.e. [1N[; =
0, we write I, A or, for better readability, I' © A for I'1 U I'; with the order and
polarization which are induced by the I';’s.

Given an arena I, the neutral arena I'* is the arena having the same actions
and order relation as I', but neutral polarity for all its actions: mr=(a) = +, for
eachael.

Given a +/- polarized arena I, its dual I'* is the arena having the same actions
and order relation as I', but inverting their polarity: nir. (a) = nir(a)*.

Remark 1. Observe that I'- is not defined on neutral arenas. By writing I'- we
implicitly assume that I' is +/- polarized.

Po strategies. We are interested in spos X whose elements are taken on an arena
I'. We require that, for the elements, X C I' and, for the order, <x respects and
refines <r (see Condition (1.) below). We will call such spos po strategies.

Definition 2. Let I be an arena. A spo X on I is a well founded spo such that X C I’
(as sets of actions). X is a a po strategy on the arena I, written X : I when it satisfies:
(1.) Foreachb € Xanda €T, ifa tr b thena € X and a <x b. (2.) For each ¢ which is
maximal in X, mir(c) = +.

Both conditions reformulate standard conditions in Game Semantics; the first
condition is usually called justification. The second one means that the strategy
always has an answer to an opponent move.

Observe that each element in X : I" has a polarity, the one given by 7. Given
a,b € X, we write a «x b if a is an immediate predecessor of b according to <x.
We remind that we write a +r b for the same relation in the arena.

Let X and Y be spos. If X : I, is a po strategy, we write Y C X if Y C X
is downward closed and for all a,b € Ya <y biffa <x b. We write Y C* X if
moreover the maximal elements of Y have positive polarity. It is immediate that
fYCT X, thenY:I.

2.2 Parallel composition
If Xis a po strategyon I, and I' = I" ©I"" we define X = {c € X|c € I"} to be

the restriction of X to I". We compose two po strategies X, X, when they are
compatible, thatis X; : I'1 © At and Xp : A O I (I'1, I'p, A disjoint).



Definition 3 (Parallel composition). Given two orders, Z, and Z,, we write Z111Z;
for the transitive closure of Z1 U Z, (which does not need to be an order).

Let Xy : T1 © At and X, : A O Ty (I'h, T2, A disjoint). The actions on the common
arena /A are called private. We define

Y=Y UY>,
Int(X1,X3) =Y spoon 1 O, ©A* | AY, Yo st Y Trear=Y1 EY X4
Y Taor,= Y2 CF X

We define the parallel composition of X1, X5 as X1||Xo = max Int(Xi, X»).

We need to prove that Int(Xi, X») has a unique maximal element. The proof
makes essential use of the following immediate Lemma.

Lemma 1. Let X1, X, and Y be as in Definition 3. If Y1 =Y [, a:E Xyand Y, [, 4E
Xy, then for each private action ¢, c € Y1 iff c € Y».

Proposition 1. Theset Int(X;, X5) given in Definition 3 has a unique maximal element
(hence, parallel composition is well defined).

Proof. Let U = Uy U U, and V = Vi U V; both belong to Int(X;, X;), where for
eachie€ (1,2}, U; = U [roa and V; = V [roa are downward closed subsets of X;
given by Definition 3. Let us set Y1 = U; U V; and observe that Y; C* X; (and
similarly for Y>). We prove that Y = Y7 L Y5 is an spo. Let Y = (Y, <y); we have
to prove that <y is irreflexive. Assume ¢ € Y, and ¢ <y c. Since Y is obtained by
transitive closure, we have ¢ = ¢y <z, ¢1, €1 <z, €2, ..., Cu-1 <z, Cn = C Where
each Z; € {Y1,Y»}, and Z; # Z;;1. Let assume ¢ € U;.By downward-closure, if
¢ = ¢, € Uy, then ¢,-1 € U;. By Lemma 1, we have that ¢,-1 € U, and we
conclude with a straightforward induction, that ¢ <y ¢, against hypothesis. O

We now check that X;||X; is a po strategy, and that the parallel composition
is associative.

Theorem 1. Let X;, Xp and Y be as in Definition 3. Then X1||Xy is a po strategy on
the arena I'y, 5, A%,

Proof. We check both conditions of Definition 2. Condition (1.), the one cor-
responding to Justification, is preserved, as a consequence of the fact that if
ceY =YUY, and d <y, ¢, then d <y c. Concerning Condition (2.), if c is
maximal in Y, it has to be maximal in both Y; and Y». As a consequence, ¢ ¢ /A
(otherwise either Y7 or Y, would have a negative leaf) and c is positive. O

Lemma 2 (Monotonicity). Let Y1 C Xq and Y & Xo. Then Y1||Y2 E Xq]| X2
Proof. Immediate by the definition. O

Theorem 2 (Associativity). If X1, Xo, X3 are po strategies which are pairwise com-
patible, we have that (X1||X2)[1X5 = X3 [|I(X2||X3).



Proof. Let (XilIX2)II X3 = (Z, <z). By using twice Definition 3, we observe that
(Z,<z) = (Y1UY>)UY3, with each Y; C X;. We observe that the transitive closure
of the union is associative, and by monotonicity, we conclude that (Z, <z) =
Y1 U (Yo LU Y3) E Xy|(X32]|X3). The other inclusion is similar. O

In the next section, we show that composition preserves several interesting
properties. We will need the following easy observations.

Proposition 2. Leta € Xi||Xo : [1 O, 0A*, with X1 : 1 0 A and X; : T, O A
Then (1.) If a is private (a € /), then a € Xy and a € Xy. Its polarity is neutral. (2.)
Otherwise, either a € Xy (and a ¢ X3) or a € Xy(and a ¢ X;). Moreover, assuming
a € Xy, then ¢ « a (resp. a « c) in Xi||Xz iff ¢ «x, a (resp. a «x, c); similarly if
a€ Xs.

2.3 Innocence (and alternation, and arborescence)

Composition of po strategies is associative, but -as we will see- it is not possible
to define a strategy which behaves as the identity for the composition. This
motivates the restriction to a class of po strategies, which we call innocent, for
reasons we discuss at the end of this section. Composition preserves innocence.
Moreover, more standard notions of strategies, such as arborescent strategies
and alternating strategies, will be a subclass of innocent po strategies.

Definition 4. We say that a po strategy X : I' is innocent when for all b,c € X, if
b «x cand (nir(c) = —or ip(b) = +) then b +r ¢

Observe that up to now, we have been rather general. In particular, in our
definitions we do not require alternation in the polarity of the actions.

Remark 2. If the arena I is alternating and +/- polarized, then our innocence
condition implies +/- alternation in X : I".

Remark 3. Innocent po strategies allow neutral actions. The innocence condition
implies that immediate predecessors (resp. successors) of neutral actions are
either negative or neutral (resp. either positive, or neutral).

Proposition 3. If Xy : I'1 © A and X, : I', © A* are innocent, then (1.) Xi||X; :
I'1 0T, © A* is innocent. (2.) Moreover if X1, X, are forests, then X1||X is a forest.

Proof. (1.) Assume ¢ « ain Xi|[|Xo = Y1 U Y>, and 7m(a) = — or n(c) = +. By
Remark 2, for one of the two Y; (i € {1, 2}), we have ¢ <y, a. Hence, by innocence
of Yi, ¢ rr; a. (2.)) Let Y = Xq||Xo, with Y = Y7 U Y>, defined as in 3. Let T be a
maximal spo such that T is a forest and T C Y. We consider a minimal a € Y s.t.
a ¢ T. We observe that (i) each immediate predecessor of 2 in Y is an immediate
predecessor of a in either Yy or Yy; (ii) if 4 € Yy (resp. a € Y3 ), a has at most
one predecessor. We now prove that 2 has a unique predecessor in Y, hence the
restriction of Y to T U {a} is still a forest. If a is not private, the result is immediate
by Proposition 2 and by (ii). The same is true if a is private, and root in one of the
Y;.If ais private, let us assume 714 (2) = —. Let z <y, a and b <y, a. By Innocence
of Y1, we have that b +, a. By Justification, we have that b <y, z. Hence z is the
only possible immediate predecessor of a alsoin Y. O



Discussion. Linearity and pointers. The strategies we have defined are linear, in
the sense that there are no repetitions of actions. For this reason, pointers are
not required. In fact, for each action c in the strategy there is a unique action b
which justifies c. One can also say that pointers are implicit: ¢ points to b.
Innocence. Intuitively, innocence captures the idea that Player is not able to see
Opponent’s internal calculations; a Player strategy in the game is completely
determined by the piece of the play it can see (called view). Since an innocent
strategy is completely determined by the views, while the most standard pre-
sentation of a strategy is as the set of all its possible plays, an innocent strategy
can equivalently be described as a set of views (see [11, 3]). This is the approach
we follow here, in a sense we are going to explain.

It is immediate to associate to a po strategy X a set of views: following the
construction developed in [4], we can associate to each x € X the restriction
of (X, <) to the set {x’ < x} (in a parallel setting, a view is not a sequence of
action, but a partial order.) One should now see that Definition 4 generalizes the
definition of what is a views to a setting which is parallel and non-alternating.
In the standard approach, one call view a play where every 0 move is justified
by the immediately preceding P move. This captures the idea that the only
information that Player has on 0 moves is the dependency in the arena. Our
condition exactly says that the strategy cannot refine the order given by the
Arena on 0 actions.

2.4 Arenas and innocent po strategies as a category

In this section, we show that we can organize what we have seen into a category,
where the objects are +/- polarized arenas, and the arrows are innocent po
strategies. We define composition as standard in Game Semantics: composition
= parallel composition + hiding. To complete the construction, we then verify
that we have an identity arrow for each object.

Hiding consists in removing the private actions, which correspond to “inter-
nal communication”, i.e. the actions which are used in the parallel composition
to make the two structures communicate. The following is immediate (using
Remark 3)

Proposition 4 (Hiding). Let X : I © A* be innocent and X’ := X r. We have that
X' : T is a po strategy. Moreover (i) if X is innocent then X’ is innocent; (ii) if X is
arborescent then X' is arborescent.

Composition preserves innocence, and in that case also arborescence and al-
ternation, as these properties are preserved by both parallel composition and
hiding. Putting all pieces together, we have the following

Definition 5. Let X1 : 1 © A and X : I'; © At (T'1, 2, A disjoint). We define their
composition as X1; X, = (X1llX2) Ir, 1,

Theorem 3. Let X1 : [T © A and Xp : A+ O p. Then X1; X5 : I't © I». Moreover,
if X1, X, are innocent, we have the following: (1.) X1; X, is innocent. (2.) If X1, X,
are po strategies on alternating arenas, then Xi; Xy is alternating. (3.) If X1, X, are
arborescent, then Xy; X, is arborescent.



Identity (copycat). In this section we introduce a Copycat strategy, which gener-
alizes what is called fax in [10] and copycat in Game Semantics. Our approach
closely corresponds to that proposed by Hyland in [13].

All along this section we fix two +/polarized arenas A and A’, which are
disjoint and isomorphic i.e. there is an order isomorphism ¢ : A — A’ such that
nia(a) = ma (P(a)). We say that ¢ is a renaming function, and say that A and A’
are equal up to renaming. We extend this notion to po strategies too. Given two
po strategies X : O A , X" : T ©A’, we say that they are equal up to renaming if
X' is obtained from X by substituting each occurrence of a € A with ¢(a) € p(A).

The copycat is a strategy id,—,¢) which copies any action from A into the
corresponding action in ¢(4).

Definition 6 (Copycat). Let A and A" = ¢p(A) be two arenas which are equal up to
renaming. We define idpn : A+ © A’ as the spo X, where the order is that induced
by < and <, with the addition of all the pairs {c «—x ¢(c) | c € A, ma(c) = =} and
{p(c) «xclce A malc) =+}

Example 1. Let A+ and A’ be the isomorphic arenas represented below. We illus-
trate id s, ¢(») in the following picture, where we indicate with a dashed line the
order which is added w.r.t. the arenas.

At A idA—)(p(A)

TN+

/a{f a
S/ N/
_ o

1 /
\b—/
Remark 4. 1f the arena is alternating, the definition above gives us the standard

copycat strategy.

ar a, b bt b
1 2 1 2
N/ N/

Proposition 5 (Identity). (1.) ids—.¢() defined in 6 is a innocent po strategy. (2.)
idpasp) Towy= Qlidasewy Ta). (3.) Let X : T © A be a innocent po strategy. Then
X;idpog) : TOP(A) isainnocent po strategy ¢(X) which is equal to X up to renaming.

Let us conclude with an example of the fact that, without the Innocence con-
dition, the composition with the copycat does not produce the desired ef-
fect. Let us consider three singleton arenas I'y = {a},I> = {b},I'5 = {c}, where
nir, (@) = mr,(b) = mr,(c) = +. We then consider the following po strategy
X:I1olhLorls, Composed with idrlﬁ(p(rl).

b+

|

ar Pla)* b Pla)*
idr gy || o Xiidasm \c/

a

Xl

C

Hiding and observational equivalence. The neutral actions which we hide are
silent actions which correspond to an internal synchronization. Hiding gives
a canonical representation of an event structure with respect to observational



equivalence. This idea is made precise in process calculi by the notion of weak
bisimilarity.

By analogy with labelled transitions in process calculi, we generate a labelled
transition system on spos as follows: if 4 is minimal in X then X 5 X\ {a).
We then define the following reductions (i) = is the reflexive transitive closure

of -, where 7 denotes any neutral action; (ii) == is = —» =, where a is a
non-neutral action.

We define the weak bisimilarity on po strategies as the greatest binary
symmetric relation ~ satisfying the following property: whenever X; = X; and

X, — Xi then there exists X, such that X, = X’ and X = X). we have the
following

Proposition 6. Let X : I' © A*, s.t. I is +/- polarized. We have that X = X [r.

3 Event structures as strategies

In this section, we extend the construction we have seen for partial orders to
event structures.

Definition 7. An event structure is a triple & = (E, <, —) such that (1.) (E, <) is
a well-founded partial order. (2.) — is an irreflexive and symmetric relation, called
conflict relation which is hereditary, i.e. for every e1, ep,e3 € E, ife; < ep and ey — e3
then e, — es.

Given two event structures & = (E1,<1,—1) and & = (Ey, <p,—3) with
E1NE; =0, we define & © & = (E1 U Ey. <1 U <5, —1 U —»). With an abuse of
notation, given an event structure &, we will confuse & with the set of its events
E, writing e € & (resp. x € &) for e € E (resp. x C E).

Causal order and conflict are mutually exclusive. Two events which are not
causally related nor in conflict are said to be concurrent. A conflict e; — e; is
said inherited from the conflict e; — ¢} if e} < e,. If the conflict e; — e, is not
inherited from any conflict, we say that it is immediate, written e; —, e;. We
denote with = (resp. <) the reflexive closure of — (reps. — ).

Given an event structure & a configuration is a set x C & which is downward
closed and conflict free, i.e. if ¢,¢’ € x then it is never the case that e — ¢’. For
example, given e € &, the sets [¢) and [e] = [¢) U {e} are configurations.

Observe that a configuration x is implicitly a partially ordered set (and so a
spo), where the partial order is the restriction of the partial order of & to x. This
fact is key to our approach, together with the fact that important relations in an
event structure can be recovered from its configurations, and in fact an event
structure can be described also as a special set of configurations, as we sketch
below.

Let us denote with C(E) the family of all configurations of &. C(E) ordered by
inclusion forms a coherent, finitary prime algebraic domain (a dI-domain satisfying
anadditional condition [24]) whose set prime elementsis {[¢] | ¢ € E}. A converse
result holds too, i.e. every coherent finitary prime algebraic domain can be



described using an event structure whose events are the prime elements, the
order between events is inherited from the order between prime elements and
two events are in conflict when they do not admit an upper bound, as prime
elements of the domain. The following result, due to Winskel [25, pp. 60-61],
summarizes the previous notions.

Theorem 4 ([25]). Coherent finitary prime algebraic domain and event structures are
equivalent.

More details can be found in [25]. This fact will allows us to rely on the results
we developed in the previous section.

Event structures form the class of objects of a category, whose morphisms
are given by any partial map A : & — &; satisfying

A(x) € C(&2)

x€C&) = Vei, ex € x.A(e1), A(ez) both defined A A(e1) = Aex) = e1 = e
This category admits all finite products, co-products and pull backs [25]. A
morphism is said to be total when the underlying map is.

3.1 Typed event structures

We now introduce the notion of typed event structures. Informally, it consists in
a pair of event structures, one describing a process (a strategy) and the other one
denoting a type (an arena); the typing relation between the two is represented
by the existence of a total morphism relating them.

Definition 8. An ES-arena is a pair I' = ([, —r) where I is an arena and —r is a
binary relation such that (1.) ([, <r, —r) is an event structure (2.) mir is such that (i.)
if nr(a) = + then mp(b) = + forall bs.t. b —r a; (ii.) if a1 — as then mr(ar) = mr(az).

All along this section, we will consider an ES-arena T both as an event structure
and as an arena in the sense of Section 2 (by ignoring the conflict relation). Further-
more, it is clear that each configuration x € C(I') with the induced polarization
function is also an arena in the sense of Section 2. Thus, we can adapt all the
definitions given in Section 2 (alternation, neutrality, duality, +/- polarization
...) to ES-arenas. In particular, given two disjoint ES-arenas I'y = (I'1, —r,) and
Iy =(I2,—r,) we defineT'1 0T, = (I'1 © >, —r, U—r,).

Definition 9. Let I be an ES-arena, & and event structure. We say that & is typed in
I' (written & : T) if there is a total morphism A : & — T, called labeling morphism,
satisfying (1.) if e € & is maximal w.r.t. the order of &, then mr(A(e)) = +.

Let & : T be a typed event structure with a labeling morphism A, and let
x € C(E) be a configuration. Let us consider the structure (A(x), <), where the
order < is defined as A(e;) < A(ez) when ey < e; (e1,e; € &), (A(x), <) is a well-
defined spo (since A is a total morphism and an injective map on configurations)
and it is isomorphic to x (viewed as spo). We say that (A(x), <) a slice of & when
x is such that for all e € x, if ¢ is maximal then 7tr(A(e)) = +. We denote with
Slices(E) the set of all slices of & and we use S, S1,S», ... to range over slices.



Lemma 3. Let & : T be a typed event structure and let S € Slices(E). Then S = (x, <)
is a po strategy on I.

The following definition characterizes when a set of slices corresponds to a
typed event structure; in this way, we are able to present a typed event structure
as a set of spos (which are po strategies).

Definition 10. Let T be an ES-Arena. A family F of po strategies on I ordered by
the order C (see Section 2) is said to be a po strategies family when it satisfies (1.) If
XeF and YTt XthenY € F.(2.) Forall X C F such that, for every X1,X; € X
they admit an upper bound in F, we have | | X € F.

Observe that the structure of ¥ is very close to the one of a coherent finitary
prime algebraic domain.

Proposition 7. (1.) Let & : T be a typed event structure. Then Slices(E) is a po
strategies family. (2.) Let F be a po strategies family on I. Then there exists a typed
event structure Ev(F) : T such that Slices(Ev(F)) is isomorphic to F .

Proof. (1.) can be obtained essentially as a corollary of Theorem 4. To prove (2.),
given X € ¥ we define a view to be any subset ¢x E X having a top element,
denoted top(cx). We define Ev(F) = (E, <, —) as (i) E = Uxesltx E Xlcx view}
(we denote sets as sequences of their elements without repetitions). (ii) < is the
restriction of C to E. (iii) ¢cx — c¢x» when thereisno Y € F such that cx Ucy C Y.
We can check that Ev(F) is an event structure and we can observe by Theorem
4, that Slices and Ev are naturally isomorphic. Moreover Ev(¥F) is typed on T by
taking A(cx) = top(cx).

We now define a notion of parallel composition between typed event structure,
using the results given in the previous section.
Definition 11. Let & : T © At and &, : A © A be two typed event structures. Then
we define &1||E, = Ev({SﬂlSZ | S1 € Slices(&1), S € Slz’ces(é’z)}) where $1|S, is the
parallel composition between spos, defined in Section 2.

Theorem 5. Let & :TOAL and E, : AOA. Then E1]|1E, : TO AT O AL,

Theorem 6 (Associativity).LetE; :T1OAL, E : ACT, 0Ar ,E3: AOT;. Then
E1ll(&allEs) = (EllE)IIEs.

We remark that the definition of parallel composition we give is similar to
the technique of normalization by slices used to define normalization of designs
[10] or L-nets [5] in Ludics.

3.2 A category of innocent event structures

In this section we define a category having ES-arenas as objects and (a subclass
of) typed event structures as morphisms. Once again, we rely on the definitions
given for po strategies.



Definition 12. Let & : T be a typed event structure. We say that & is innocent when
forall S € Slices(E), S = (x, <) is an innocent po strategy on I.

By definition of parallel composition and as a consequence of Proposition 3,
we observe that the class of innocent event structures is closed under parallel
composition. We then define composition as parallel composition + hiding.

Definition 13. Given two innocent event structures & : T O A+, & : AO A, we
define 1,6, = Ev({Sl;Sz | S; € Slices(&1), S, € Slices((‘}z)}), where S1; S, is the
composition of innocent po strategies defined in Section 2.

Using Proposition 3, we can prove that the class of innocent event structures
is closed under composition and it is associative. Moreover, we can define a
copycat event structure and prove that it plays the role of an identity with
respect to the composition.

Definition 14. Let I',I” be two disjoint +/- polarized ES-Arenas which are isomorphic
through the isomorphism ¢ : T — TI” and such that for all e € T, mr(e) = mtr (¢p(e)).

We define the copycat event structure as idr_r = Ev({idx%)(x) | x € C(F)}), where
id,¢(x) 1S the copycat spo defined in Section 2.

Proposition 8. idr_r : I’ @ I'" is an innocent event structure and it is the identity
w.r.t. composition, i.e. for all innocent & : T © A, & is isomorphic to idry; E.

This result allows us to define a category of innocent event structures. We first
introduce some notation. Given two event structures &1, &y, we write &, ~ &
when they are isomorphic in the category of event structures and we denote
with isoge : & = & the isomorphism between them. We denote with [E]. =
{& | & ~ &} the class of event structures isomorphic to & Moreover, given an
arena I, we define (T) = {I" € [T]. | Ya € T.nir(a) = mip (isorr(a))} i-e. the set of
all arenas isomorphic and inducing the same polarity function with respect to
a given arena I'.

Definition 15. The category Inn&v is the category defined as follows. (1.) The class of
objects is Obj(Inn&v) = {(T) | I +/- polarized ES-arena). (2.) The set of morphisms
between (I)) and (A) is Ion&Ev((T), (A)) = {[E]- | & : A © T+ innocent} (3.) The
composition of [E1]- : (I) = (A) and [E;]- : (A) — (A) is defined as [E;]~; [E1]~ =
[E1;E2]~ + (T) — (A) (4.) Let () be an object. and let I € (I)) be disjoint from T.
Then, the identity is defined as idr) = [idr—p ]~ : ([) — (T).

Theorem 7. Inn&v is a compact closed category.

Proof. We can define the tensor product © in the following way (1.) (T) © (A) =
(T © A); (2.) given two morphisms [E1]~ : ([)1 — (A): and [E2]~ : (T)2 — (A)2,
we have [61]. ©[6;]« = [E1 © & ]-. Itis naturally commutative, associative and
it has (@) as neutral element. Observe also that in this category every object (I
has a dual ([)* = (T*): it induces a contra-variant functor (—)* defined as above
for objects and given a morphism [E]. : (I) — (A) we have that [E] = [&]. :
(A)* — (I)*. We can use it to define the bifunctor — as (I) —o (A) = (I) © (A)*
and we can prove the required adjunction property. O



3.3 Retrieving linear strategies: confusion freeness

In this section we sketch how linear strategies fit into the picture we have been
developing, and in fact appear as a subclass of the category 7nn&v.

In [6], we have shown that a feature of event structures representing linear
strategies is that they are confusion free. Confusion free event structures describe
a form of localized non-determinism, where the non-deterministic choice is
localized in cells.

Given an event structure &, a cell C C £ is a maximal set of events which are
pairwise in immediate conflict, and have the same enabling set: Ye,e’ € Cee =,
e’ Ale) = [¢'). An event structures is said confusion free when cells are closed
under immediate conflict.

The relation of conflict models a choice: two events which are in conflict live
in two different evolutions of the system. Since conflict is inherited, the point
where a choice is made corresponds to events in immediate conflict, i.e. a cell.
The construct in process calculus which corresponds to a cell is a guarded sum:
each events which is a cell can be seen as a guard on that choice. According to
the polarity of the elements of the cell, we would hence have a sum which is
guarded by output, input, or T actions (resp. +, -, or +). In [6], we showed a
correspondence between (negative) cells and additives in Linear Logic.

We are now going to define a category where the objects are confusion
free ES-arenas and morphisms are confusion free event structures which are
innocent. Such a category is derived from Inn&v, but we first need to strengthen
the conditions imposed to the labeling morphism. This is because the class of
innocent confusion free event structures on a confusion free ES-arena (in the
sense of Definition 9) is otherwise not closed neither composition.

Definition 16. Let & : T be a innocent event structure. We say that it is a conf.-free
innocent event structure when (1.) & and T are confusion free and (2.) if ey — e
then (i.) A(e1) —p Alex) and (ii.) r(A(er), mr(A(e2)) # +.

Condition (1.) requires that both the event structure & and the arena I' are
confusion free. Now I has really the shape of a MALL formula tree, where
immediate conflict codes the additive connectives. Condition (2.) requires that
two events which are in immediate conflict in & are in immediate conflict also
in T and that they are never positive. Observe that this, together with Condition
(2.ii) of Definition 8 tells us that events belonging to the same cell of & are
labeled with actions in immediate conflict in T. Moreover, those actions have
the same polarity and such a polarity can only be either negative or neutral.
The correspondence innocence/asynchrony (see [7, 8]) supports this constraint,
which is consistent with the fact in an asynchronous calculus only input-prefixed
(external choice) and 7-prefixed (internal choice) terms can be summands in a
guarded sum.

The following result allows us to define a subcategory of 7nn&v whose ob-
jects are given by equivalence classes of confusion free ES-arenas and whose
morphisms are given by equivalence classes of conf.-free innocent event struc-
tures.



Theorem 8. Let & : TOA* and &, : AOA be two conf.-free innocent event structures.
Then (1.) E:111E; : T © A* © A is a conf.-free innocent event structure. (2.) E1;E, : TOA
is a conf.-free innocent event structure.

In the class of conf.-free innocent event structures we are now able to retrieve
the family of linear strategies, by imposing opportune constraints. The fundamen-
tal fact is that linear strategies can be described as partial orders with a conflict
relation (as detailed in [7]). We consider the following constraints on conf.-free
innocent event structures: arborescence, sequentiality, acyclicity. An event struc-
ture & = (E,<,—) is arborescent when (E, <) is. A conf.-free innocent event
structure & : T is sequential when it is arborescent and for all S;, S, € Slices(E)
S1 NS, € Slices(€) (where the intersection of two slices is the set-theoretical
intersection of the underlying set of actions with the induced order). Observe
that, if the arena is alternating, this condition tells us that given ¢, e, e, € & if
e «g e,e «—g e and n(e) = — then n(e;) = m(ex) = + and e; = e .Intuitively,
this condition would correspond to the constraint that in a process there is an
unique output which is active at any time. Finally, we say that & : T is acyclic if
it satisfies the analogous of the acyclicity constraints given in [5], which we do
not detail here. Intuitively, the condition guarantees the absence of deadlocks
during parallel composition.

When restricting to +/- alternating arenas (and the polarity constraints given
in [10]), we retrieve the family of linear strategies

Theorem 9. Let & : T be a conf.-free event structure on a +/- alternating arena. (1.)
If & : T is sequential, then & corresponds to a linear strategy as defined by Girard
in [10] (these strategies are there called designs). (2.) If & : T is arborescent, then &
corresponds to a linear strategy extended with mix, as defined in [4] (and there called
L-forests). (3.)If & : T is acyclic, then & corresponds to an L-net, as defined in [5].

Moreover, all the above sub-classes of conf.-free innocent event structures are
closed under composition and all the induced category are all subcategories of
Innév.

If we do not insist for the arena to be alternating, we would have also neutral
cells, which correspond (in process calculus) to a sum guarded by 7 actions. This
leaves the space for a possible extension of our work to model internal choices.
In future work we want to investigate this direction as a possible approach to
non-deterministic Game Semantics.

A key element in this paper is linearity, which allows for the definition of
composition based on the merging of orders. We believe this is not a limitation
to model an expressive calculus. In ongoing work [8] we extend [7], to show
that Ludics is in fact able to model a variant of the Linear n-calculus extended
with recursion. Even with recursion, the game model is linear.
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