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Aim

Recursive functions are representable as lambda terms� and de�nability in the calculus may be regarded
as a de�nition of computability� This forms part of the standard foundations of computer science�
Lambda calculus is the commonly accepted basis of functional programming languages� and it is folk�
lore that the calculus is the prototypical functional language in puri�ed form� The course investigates
the syntax and semantics of lambda calculus both as a theory of functions from a foundational point
of view� and as a minimal programming language�

Synopsis

Formal theory� �xed point theorems� combinatory logic� combinatory completeness� translations be�
tween lambda calculus and combinatory logic� reduction� Church�Rosser theorem� B	ohm
s theorem
and applications� basic recursion theory� lambda calculi considered as programming languages� sim�
ple type theory and pcf� correspondence between operational and denotational semantics� current
developments�

Relationship with other courses
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� Syntax of the ��calculus

In this section we introduce the syntax of the untyped ��calculus and �x some notations� Substitution
is a key operation of the ��calculus� which should be contrasted with context substitution� There are
�xed�point operators in the ��calculus � this has to do with the possibility of self�application in the
untyped ��calculus� The theories �� and ��� are introduced�

��� Basic de�nitions

The syntax of the ��calculus is remarkably simple� ��terms are de�ned by induction over the following
rules�

� any variable is a ��term

� if s and t are ��terms then so is �s � t� which is called an application

� if s is a ��term then the ��abstraction �or simply abstraction� ��x�s� is a ��term�

Remark ����� �i� We use meta�variables s� s�� si� t� t
�� etc� to range over ��terms� and x� y� z� xi� x

�

etc� to range over �denumerably many� variables� �Do not confuse the object�variables i�e� x� y� z
etc� with meta�variables��

�ii� The symbols �� �� � are part of the language� They play an important r�ole in disambiguating the
structure of expressions� It is possible to minimize their use in a safe way� We write �s � t� simply
as st and ��x�s� as �x�s� omitting � and as many parentheses as we can get away with� subject
to the following convention�

� abstraction associates to the right� �x� � � � xn�s means �x����x�� � � � ��xn�s� � � ���

� application associates to the left� s� � � � sn means �� � � �s�s�� � � � sn��

�iii� ��x�s and �s are shorthand for �x� � � � xn�s and s� � � � sn respectively� for n � �� So for example
s�tu is a shorthand for st� � � � tnu for some n � ��

��� Variables

An occurrence of a variable x in s is said to be bound if it is in the scope of some abstraction �x��
in s� otherwise x is free in s� Formally we de�ne the set fv�s� of free variables of s by recursion as
follows�

fv�x�
def
� fx g

fv�st�
def
� fv�s� � fv�t�

fv��x�s�
def
� fv�s�� fx g�

A term is said to be closed if every variable occurrence in it is bound� We write � for the set of
��terms� and �o for the set of closed ��terms�



��� Important convention �

��� Important convention

��convertibility Two terms s and t are said to be ��convertible� written s �� t� if one is obtainable
from the other by renaming bound variables� E�g�

�xy�x �� �zy�z �� �zx�z�

We regard ��convertible terms as identical at the syntactic level� they are to all intents and purposes
equal� We shall use � to mean syntactic equality� and reserve the more common symbol � for
��convertibility� So s �� t implies s � t�

Variable convention We state the convention informally as�

�We shall assume that there is an inexhaustible supply of fresh variable names so that
given any ��nite� number of ��terms s�� � � � � sn� bound variables occurring in them are
renamed where necessary in such a way that none is the same as any variable occurring
free in s�� � � � � sn��

��� ��conversion and substitution

What do ��terms denote� ��calculus is a theory of functions� Application is a binary operator� The
��abstractor ��x��� in any abstraction �x�s can be thought of as a term�constructor of arity one� A
term may act both as an operator �function� and as an operand �argument�� E�g� x in the term xx�

��conversion Think of ��terms as programs for the moment� What happens when a ��term �an
abstraction� is applied to another�

��x�s�t � s�t�x�

where s�t�x� means �in s substitute t for every free occurrence of x�� Substitution is a very important
operation in formal logic� In the ��calculus

� substitution is an implicit operation i�e� the expression �s�t�x�� is not part of the object language�
we are to understand �s�t�x�� as denoting the ��term that is obtained from s by substituting t
for every free occcurrence of x in s�

� substitution is an unrestricted operation� any term may be substituted for any variable� This
is to be contrasted with the substitution mechanism of� say� the ��calculus of Milner� Parrow
and Walker �MPW��� in which only names �as opposed to all ��terms� may participate in the
operation�

Substitution may be de�ned by recursion as follows�

x�s�y�
def
�

���
��

s if x � y

x otherwise

�uv��s�y�
def
� �u�s�y�v�s�y��

��x�t��s�y�
def
� �x��t�s�y���



��� Formal theories �� and ��� �

Note that in the absence of the variable convention� the last clause should be replaced by

��x�t��s�y�
def
�

���
��

�x���t�x��x��s�y�� if x � y or x � fv�s�

�x��t�s�y�� otherwise

For example ��xy�zy��yy�z� is �xu��yy�u�

Proposition ����� �Nested substitution� For any variable x distinct from y� if x does not occur
free in u�

s�t�x��u�y� � s�u�y��t�u�y��x��

Proof We prove by induction on the structure of s� Consider the base case of s being a variable� If
s � x then both lhs and rhs are t�u�y�� If s � y then the lhs is u� the rhs y�u�y��t�u�y��x� is u�t�u�y��x�
which is u since x does not occur free in u� For the remaining case of s being a variable distinct from
x and y� both sides give s� Next suppose s � s�s��

�s�s���t�x��u�y� � �s��t�x��u�y���s��t�x��u�y�� by induction hypo�

� �s��u�y��t�u�y��x���s��u�y��t�u�y��x��

� �s��u�y�s��u�y���t�u�y��x�

� �s�s���u�y��t�u�y��x��

The case of s being an abstraction is left as an easy exercise� �

��� Formal theories �� and ���

�We shall assume knowledge of elementary logic� see for example Hamilton
s �Ham��� or Mendelson
s
book �Men����� A theory is a collection of formulae closed under a notion of provability or derivability�
In this course terms are just the ��terms and formulae are equations between terms� written s � t�

Proof system ��

There are three groups of axiom and rule schema�

��� equivalence� these are the rules that de�ne � to be an equivalence relation

�re�exivity� s � s

�symmetry�
s � t

t � s

�transitivity�
s � t t � u

s � u

�� compatible closure� these rules ensure that � is a congruence i�e� � is preserved by all contexts
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��
 Fixed points �

�application�
s � s� t � t�

st � s�t�

�abstraction�
s � t

�x�s � �x�t

��� ��conversion

��� ��x�s�t � s�t�x��

The formal theory ��� is �� extended by the following axiom scheme

�x�sx � s provided x does not occur free in s�

We write �� � s � t to mean that s � t is provable in the theory ��� Similarly for ����

Notation We shall often write �� � s � t simply as s � t�

Here are some questions that we should ask about the theories�

��� Is �� �or ���� consistent� �A theory is said to be consistent if there is a formula which is not
a theorem� Warning� consistency has several subtly di�erent meanings in logic��

�� Is �� �or ���� maximally consistent �i�e� for any s and t� either �� � s � t� or �� � �s � t� �
the theory obtained by augmenting �� by the equation �s � t� � is inconsistent��

��� Is equality � in �� �or in ���� decidable�

��� Fixed points

For ��terms f and u� u is said to be a �xed point of f if fu � u� A �xed�point combinator is a
�closed� term f such that s�fs� � fs for all ��term s� �A combinator is just a closed ��term� for
which more anon�� In the ��calculus� the so�called �rst recursion theorem is �almost� a triviality�

Proposition ��
�� �First Recursion Theorem� There are �many� �xed�point combinators in the

��calculus� �

Here are two well�known ones�

� Curry
s �paradoxical� combinator� y
def
� �f���x�f�xx����x�f�xx��

� Turing
s �xed�point combinator� �
def
� AA where A is de�ned to be �xy�y�xxy��

For example yg � ��x�g�xx����x�g�xx�� � g���x�g�xx����x�g�xx��� � g�yg��

��	 Contexts

Intuitively these are ��terms that contain �holes�� We use meta�variables X�X �� Y� Y � etc� to denote
such �holes� � call them hole�variables� Examples of context� �x�XXx �or more suggestively �x�����x��
X�zyX��x�Y ��� Contexts are ranged over by C�C ��D etc�
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��� Contexts �

De�nition ����� Contexts �or ��contexts� are de�ned by the following bnf rule�

C ��� x j X j �CC� j ��x�C��

As usual we adopt the convention of leaving out as many parentheses as we can get away with� We
often write a context C in a more informative way as C�X�� � � � �Xn� whenever the hole�variables
occurring in C belong to the set fX�� � � � � Xn g�

Context substitution

It is important to distinguish context substitution from variable substitution� in the former� variable
capture may happen i�e� variables may become bound as a result of the operation� but not in the
latter� For example take C�X� to be �x�Xyx� Then C�x� is �x�xyx � x is bound or �captured� as a
result� contrast this with ��x�zyx��x�z�� which is �u�xyu�

Formally we de�ne C�s�� � � � � sn�� the context�substitution of ��terms s�� � � � � sn for hole�variables
X�� � � � � Xn in C � C�X�� � � � � Xn�� as follows� �we shall write C��s� as a short hand for C�s�� � � � � sn��

C�s�� � � � � sn�
def
�

���������
��������

C if C is a term variable

si if C is Xi

C���s�C���s� if C � C�C�

�x�C ���s� if C � �x�C ��

Context is an important tool for reasoning about properties of syntax�

Problems

Problems contained in this exercise �and in future installments� supplement the lectures� Students are
advised to work through them� Problems marked with F may be di�cult�

��� �i� Rewrite ��xy���y��z��z�xy����� using the minimum number of parentheses

�ii� Fill in all possible parentheses in ��xyz�xy�xz���xy�x�

��� Perform the following substitutions�

�i� ��x�yx��yz�x�

�ii� ��y�xy��yx�x�

�iii� ��z���x�yx�xz��zx�x�

�iv� C�yz� where C�X� � �z���x�yx�Xz

�v� C�yx� where C�X� � �y�Xy�
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��� Contexts �

��� A proof of the formal system �� is a �nite sequence l of formulae ��equations� such that every
formula 	 of l is either an instance of an axiom� or it is the conclusion of an instance of a rule whose
corresponding instances of the premises occcur to the left of 	 in l�

Write down a proof of ��x���z�z����y�y�x��u � ��x�xx�u� and construct its proof tree�

��� Prove the following�

�i� if s � t then s�u�x� � t�u�x� for any u

�ii� if s � t then u�s�x� � u�t�x� for any u

�iii� if s � t and p � q then s�p�x� � t�q�x��

��� Prove that if s � t then for any context C���� C�s� � C�t��

��
 Show that there exists s such that st � ss for all t�

��� Show that there is no ��term f satisfying the following property�

for any ��terms s and t� f�st� � s�

�Hint� use the Fixed Point Theorem��

��� Use the Fixed�Point Theorem to construct�

�� a closed ��term t such that t � ts where s is the standard S�combinator�

� a closed ��term M such that M iss �Ms where i is the standard identity combinator�

��� F Show that every �xed�point combinator can be characterized as a �xed point of a term G�
Find G�

���� F Show that there are denumerably many ���inequivalent� �xed�point combinators� Generate
these combinators by a �uniform� procedure�

���� It is known that the ��axiom is not derivable from the formal system ��� �y Can you show it��
However for any s which is ��equivalent to a ��abstraction� �x�sx � s� for x not occurring free in s�
Why is this so�



��

� Reduction

Using ��reduction as the main example� we introduce the basic notions of term rewriting such as weak
and strong normalization� and Church�Rosser� ��reduction is shown to be Church�Rosser�

��� Preliminaries
 rule induction

For an introduction to rule induction see e�g� the treatment in chapter � of Winskel
s book �Win���
�especially the Principle of Rule Induction�� for a more foundational approach� see Aczel
s chapter in
the Handbook of Mathematical Logic �Bar����

Subterm of a ��term is de�ned by induction as follows�

� a ��term is a subterm of itself

� if u is a subterm of s then it is a subterm of �x�s

� if u is a subterm of s the it is a subterm of both st and ts�

Let T be a set of terms� Typically T is de�ned by induction over a set of formation rules� The
formation rule Rc de�ning a constructor c of T has the general form�

Rc

s� � T � � � sn � T

c�s�� � � � � sn� � T

where c is a term constructor� For example the collection � of ��terms can be de�ned by induction
over the following formation rule schema�

x � �
s � � t � �

�s � t� � �

s � �

��x�s� � �

��� Some basic notions of term rewriting

Term rewriting is a subject in theoretical computer science in its own right� for a survey� see the
respective chapters in the mit Press Handbook of Theoretical Computer Science �vL��� and the oup
Handbook of Logic in Computer Science �AGM���� We shall not study term rewriting in general in
this section but rather regard ��calculus as a particular term rewriting system�

A redex rule �or notion of reduction� R over T is just a binary relation R over T �of a certain
kind�� Take T to be the set of ��terms� and R the redex rule

� � f h ��x�s�t� s�t�x� i � s and t are ��terms� x a variable g�

We de�ne the corresponding one�step ��reduction by induction over the following rule schema�

s� t
h s� t i � �

s� s�

st� s�t

t� t�

st� st�
s� s�

�x�s� �x�s�

The �rst rule scheme is only applied whenever the predicate on the r�h�s�� known as the side condition�
is satis�ed�

Though � is the main redex rule we shall study in this course� the idea of one�step reduction is quite
general� Given an arbitrary redex rule or notion of reduction R over a set T of terms� we de�ne the
corresponding one�step reduction� which we call one�step R�reduction� as follows�



��� Some desirable properties of term rewriting systems ��

De�nition ����� �Informal� A binary relation R over T is said to be closed under the formation
rule Rc �as above� argumentwise just in case for any s�� � � � � sn� and for each i� if si R s�i then

c�s�� � � � � si� � � � � sn� R c�s�� � � � � s
�
i� � � � � sn��

The compatible closure of the redex rule R� or one�step R�reduction� is de�ned to be the least
�w�r�t� inclusion� binary relation containing R and closed under all the formation rules argumentwise�

Notation Let R be a redex rule or notion of reduction over T �

�R
def
� compatible closure of R or one�step R�reduction

�R
def
� re�exive� transitive closure of �R

��
R

def
� transitive closure of �R

�R
def
� re�exive� symmetric� transitive closure of �R�

We shall be a little vague about what exactly is a redex rule or notion of reduction� Intuitively a
notion of reduction is a binary relation from which we derive the corresponding one�step reduction
�by taking compatible closure��

Proposition ����� For ��terms s and t� �� � s � t if and only if s �� t� �

The following are obvious�

� s�R t if and only if for some n � � and for some s�� � � � � sn�

s � s� �R s� �R � � � �R sn � t�

� s��
R t if and only if for some n � � and for some s�� � � � � sn�

s � s� �R s� �R � � � �R sn � t�

Intuitively an R�redex is the �smallest� syntactic unit that contributes to �an instance of� one�step
reduction� A ��redex is a ��term that has the general shape ��x�s�t� i�e�� the shape of the lhs of the
redex rule ��

Remark ����� Let R be a redex rule over T � The following is generally valid�

s�R s� 	


��
�
for some �one�holed� T �context C�X� and

for some R�redex  � C� � � s and s� � C� �� and  R ��

A one�holed context is one in which the hole occurs exactly once�

��� Some desirable properties of term rewriting systems

�For the rest of this section� we shall assume that R is a redex rule over T ��

A term s of T is said to be an R�normal form �R�nf or simply normal form if R is clear from
the context� provided there is no t for which s�R t� By de�nition of �R� a term s is an R�nf if and
only if no subterm of s is an R�redex� A term s has an R�normal form just in case s reduces to
an R�normal form i�e� s �R s� �R s� �R � � � �R sn and sn is an R�normal form� for some terms
s�� � � � � sn�



��� Church�Rosser property of ��reduction �

Example ����� �i�  n � �x� x � � � x� �z �
n

� s � �xyz�xz�yz�� k � �xy�x are in ��nf�

�ii� � � ��x�xx���x�xx��  m n for m�n � � yi and yk do not have any ��nf� where y is any
�xed�point combinator�

De�nition ����� �i� A term s is said to be normalizable �w�r�t� a one�step reduction �R� if s
has an R�normal form�

�ii� A term s is said to be strongly normalizable �w�r�t� �R� if there is no in�nite one�step
reduction emanating from s� equivalently every one�step reduction sequence emanating from s
terminates at an R�normal form after �nitely many steps�

�iii� The one�step reduction�R is weakly normalizing if there is a reduction strategy that reduces
every term to its R�normal form� A reduction strategy is a map that associates to each non�
normal term a subterm that is a redex� A reduction strategy that reduces every term to its
R�normal form if it has one is called normalizing�

�iv� The one�step reduction �R is strongly normalizing if every term s is strongly normalizable
w�r�t� �R� equivalently there is no in�nite one�step R�reduction sequence�

Clearly if s is strong normalizable then it is weakly normalizable� Hence if a one�step reduction
is strongly normalizing then it is weakly normalizing� In untyped ��calculus ��reduction is neither
weakly nor strongly normalizing� However ��reduction in simply�typed ��calculus and second�order
polymorphic ��calculus �or System F� is strongly normalizing�

Let R be a redex rule over T � We say that �R satis�es

�i� diamond property if s�R t� and s�R t� implies t� �R t and t� �R t for some t�

�ii� Church�Rosser property if s �R t� and s �R t� implies t� �R t and t� �R t for some t�
equivalently if �R satis�es the diamond property�

How are the two properties related�

Lemma ����� Let R� be a binary relation� If R� satis�es the diamond property then the transitive
closure of R� satis�es the diamond property�

Proof By a �diagram chase�� �

We say that a redex rule R �over T �� or�R� has unique normal form property if whenever a term
has normal forms they are equal�

��� Church�Rosser property of ��reduction

The rest of the section is devoted to a proof of the following result�

Theorem ����� The one�step ��reduction is Church�Rosser�

We shall prove this theorem by a method of �parallel reduction� due to P� Martin�L	of and W� W� Tait�
De�ne a notion of parallel ��reduction as a binary relation 

 over ��terms by induction over the fol�
lowing rules�



��� Church�Rosser property of ��reduction ��

�re�� s 

 s

�app�
s 

 s� t 

 t�

st 

 s�t�

�abs�
s 

 s�

�x�s 

 �x�s�

�jj���
s 

 s� t 

 t�

��x�s�t 

 s��t��x�

Our strategy shall be to prove

��� 

 satis�es the diamond property� and

�� �� is the transitive closure of 

�

Hence by Lemma ���� �� satis�es the diamond property� To establish ��� we �rst prove�

Lemma ����� �Substitution� If s 

 s� and t 

 t� then s�t�x� 

 s��t��x��

Proof We prove by induction over the structure of s and by case analysis of the de�nition of s 

 s�

by rule induction�

� �re�� Suppose s � s��

s s�t�x� s��t��x� � s�t��x�

x t t�

y y y

pq p�t�x�q�t�x� p�t��x�q�t��x�

�y�p �y��p�t�x�� �y��p�t��x��

� �app� Write s � s�s�� s
� � s��s

�
�� By supposition s� 

 s�� and s� 

 s��� Since s� and s� are

smaller than s� by the induction hypothesis� s��t�x� 

 s���t
��x� and s��t�x� 

 s���t

��x�� Hence
the result follows from �app��

� �abs� Exercise�

� �jj��� Suppose s � ��y�p�q and s� � p��q��y� with p 

 p� and q 

 q�� By the induction
hypothesis� p�t�x� 

 p��t��x� and q�t�x� 

 q��t��x�� Thus

��y�p�q�t�x� � ��y�p�t�x���q�t�x��



 p��t��x��q��t��x��y� by �jj���

� �p��q��y���t��x�� by Prop� ����� �Nested substitution�

�



��� Church�Rosser property of ��reduction ��

Observe that by de�nition of 

 we have

�i� If �x�s 

 t then t has the shape �x�s� and s 

 s�

�ii� If st 

 u then

� either u has the shape s�t� and s 

 s� and t 

 t�

� or s has the shape �x�p and u � p��t��x� with p 

 p� and t 

 t��

Proposition ����� 

 satis�es the diamond property�

Proof Suppose s 

 s� and s 

 s�� We show by structural induction and by case analysis of the
de�nition of s 

 s� that s� 

 t and s� 

 t� for some t�

� �re�� By assumption s 

 s � s�� Take t to be s��

� �app� By assumption s � pq� s� � p�q� with p 

 p� and q 

 q�� By the preceding observation
we consider two subcases�

� s� � p�q� with p 

 p� and q 

 q�� By the induction hypothesis p� 

 p and p� 

 p�
q� 

 q and q� 

 q for some p and q� Hence the result follows by taking t to be pq and by
�app��

� p � �x�u and s� � u��q��x� with u 

 u� and q 

 q�� Suppose p� � �x�u� with u 

 u��
By the induction hypothesis we have� for some u� u� 

 u and u� 

 u� and for some
q� q� 

 q and q� 

 q� Hence by �jj���� ��x�u��q� 

 u�q�x� and� by the Substitution
Lemma ���� u��q��x� 

 u�q�x��

� �abs� Exercise�

� �jj��� By assumption s � ��x�p�q and s� � p��q��x� with p 

 p� and q 

 q�� By the previous
observation there are two cases�

� s� � ��x�p��q� with p 

 p� and q 

 q�� By the induction hypothesis� for some p�
p� and p� 

 p� and for some q� q� and q� 

 q� Hence� by the Substitution Lemma�
p��q��x� 

 p�q�x�� and by �jj���� ��x�p��q� 

 p�q�x��

� s� � p��q��x� with p 

 p� and q 

 q�� same as before�

�

Finally we check that

Lemma ����� �� is the transitive closure of 

�

Proof It su�ces to show that

�re�exive closure of ��� � 

 � �� �

The �rst inclusion is obvious� the second is easily veri�ed by induction over the rules that de�ne 

��

Hence we see that � is Church�Rosser�



��� Why is the Church�Rosser property important� ��

Other forms of reduction in ��calculus

��reduction and ��expansion over untyped ��terms are the respective compatible closures of the fol�
lowing notions of reduction�

�red
def
� f h�x�sx� s i � x is not free in s g

�exp
def
� f h s� �x�sx i � x is not free in s g�

The notion of reduction �� is the union of � and �red�

Proposition ����� The one�step ���reduction is Church�Rosser� �

A proof can be found e�g� in �Bar��� p� ����

��� Why is the Church�Rosser property important�

Church�Rosser property is a standard test for consistency of an equational theory in a sense which we
shall make clear shortly� Let E be a formal theory of equations over terms of T � We say that a notion
of reduction R implements E just when the equivalence relation �R induced by R coincides with E �

Proposition ����� Suppose R implements E � If R is Church�Rosser and if there are distinct R�
normal forms then E is consistent �i�e� there are distinct terms s and t that are not provably equal

in E��

Proof Note that by de�nition s �R t if and only if

s t� tn�� tn � t

�
�
�
�
�RR ���

�
�
�
� �

�
�
�
�RR

� � �

�
�
�
�
�RR ���

�
�
�
�

s� s� sn

for some s�� t�� � � � � sn� tn� We claim� if R is Church�Rosser then s �R t if and only if for some u� both
s and t�R u�

Now take s and t to be two distinct R�normal forms� Suppose R is Church�Rosser� For a contradiction�
suppose s � t is provable in E � Hence by R�implementability� s �R t� which implies� by the claim�
that both s and t�R u� for some u ! a contradiction� �

Corollary ����� Since there are distinct ��normal forms� and � is Church�Rosser� �� is consistent�

Proposition ����� Suppose R implements E � If �R is both weakly normalizing and Church�Rosser

then E is decidable�

Proof Take any terms s and t� Weak normalization gives a strategy that reduces s and t to normal
form in �nitely many steps� Since R implements E � s � t in E if and only if they have the same normal
form� It then remains to appeal to Church
s Thesis� �

cf245
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��� Why is the Church�Rosser property important� ��

Problems

��� List all the subterms of �f���x�f�xx����x�f�xx���

��� Give pairs of ��terms to show that the following inclusions are strict�

�� � ��
� � �� � �� �

��� Show that Remark ��� is true in the case of ��reduction over ��terms�

��� Show that the following ��terms have a ��normal form� set s � �xyz�xz�yz�

�i� ��yz�zy����x�xxx���x�xxx����wx�x�

�ii� ��y�yyy����ab�a���x�x��ss��

��� Prove the following�

�i� If �R is Church�Rosser then it has unique normal form property� but not vice versa�

�ii� If �R is strongly normalizing and has unique normal form property then it is Church�Rosser�
Is the statement still valid if �R is only weakly normalizing�

��
 Consider ��reduction� Give three ��terms that are�

�i� in ��normal form

�ii� not in ��normal form but strongly normalizable

�iii� normalizable but not strongly normalizable

�iv� non�normalizable�

��� Prove the Subsitution Lemma for ��reduction� for any terms s� t and u� and for any variable
x� if s�� t then s�u�x��� t�u�x��

��� De�ne by recursion the collection of ��normal forms� Describe the collection of ���normal forms�

��� Write out the argument for the case of �abs� in Lemma ��� and the same in Lemma �����

���� Prove that the notion of reduction � implements the proof system ��� That is to say� for any
��terms s and t� �� � s � t if and only if s �� t �the latter is de�ned w�r�t� the notion of reduction
���

���� We say that ��terms s and t are incompatible just in case the formal theory obtained by
augmenting �� with s � t is inconsistent� Prove by contradiction that �the usual combinators con�
sidered as ��terms� s and k are incompatible� �Hint� By applying both sides of the equation s � k to
appropriate ��terms p� q and r� show that i � s for all s��

Show further that



��� Why is the Church�Rosser property important� ��

�i� i and k are incompatible

�ii� i and s are incompatible

�iii� xy and yx are incompatible�

�We shall see later in the course by B	ohm
s Theorem that any ��theory that equates any two ���
inequivalent normal forms is inconsistent��

���� Let �� and �� be two binary relations on a set T � Say that �� and �� commute just in
case whenever s�� t� and s�� t� then there is some t such that t� �� t and t� �� t�

A lemma of Hindley and Rosen states that if �� and �� both satisfy the diamond property and
commute with each other then the re�exive transitive closure of ��� � ��� satis�es the diamond
property�

Prove the lemma� Hence show that if�� and�� are Church�Rosser and�� commutes with�� then
��� � ��� is Church�Rosser�

���� By using the preceding lemma of Hindley and Rosen� prove that the notion of reduction ���red

is Church�Rosser�

���� Add to � �the collection of ��terms� constants � and �� De�ne on the extended terms the
following notion of reduction ��

�ss � ��

Show that ��� is not Church�Rosser�



��

� Combinatory logic

The section gives a brief introduction to the theory of combinatory logic� Models of combinatory logic
are called combinatory algebras which may be characterized as applicative structures that satisfy the
axiom of combinatory completeness� Various extensionality axioms are introduced� A major theme is
the translation between combinatory logic and the ��calculus� and the nature of their relationship as
theories�

This section assumes basic knowledge of �rst�order predicate logic� see e�g� the relevant chapters of
�Ham��� or �Men����

��� Combinatory algebra

We shall consider theories in �rst�order predicate calculus with equality�

Notation Fix such a language L� that has a binary function symbol ���� For terms a� b of L��
we write a � b simply as ab� and for any variable x of L�� a�b�x� shall mean the term obtained from
a by substituting b for every occurrence of x� We shall assume the same notational convention for
application as before i�e� abcd means ��ab�c�d etc� A model for L� is called an applicative structure�

De�nition ����� Let L be the language obtained by adding constant symbols k� s to L�� Consider
the axioms

�C��

���
��

kxy � x

sxyz � xz�yz��

Note that it is the same as considering the closure of �C��� i�e�����
��

xy�kxy � x

xyz�sxyz � xz�yz��

A model of this system of axioms is called a �total� combinatory algebra�

We shall use the following notations�

� M � F means the formula F is satis�ed in the modelM of L

� S � F means the closed formula F is a consequence of the set S of formulae�

��� Abstraction algorithm

De�ne an operation L �� L parametrized by variables x of L� for each x� there is a map a �� ��x�a�
where a � L and where ��x�a is de�ned by recursion as�

��x�x
def
� skk

��x�a
def
� ka if x does not occur free in a

��x�ab
def
� s���x�a����x�b��

Note that ��x���� maps L to L � not to be confused with ��abstraction� We shall often use i as a
shorthand for skk� Nested abstractions ��x���� � � ��xn����� shall be written as ��x� � � � xn�����



��� Combinatory completeness ��

Proposition ����� ���simulation� For each a � L�

�i� x does not occur free in ��x�a� and

�ii� C� � x�����x�a�x � a��

�iii� Hence it follows that C� � ���x�a�b � a�b�x� for all b � L�

�iv� �ii� extends to

C� � x� � � � xn�����x� � � � xn�a�x� � � � xn � a�

with fv�a� � fx�� � � � � xn g�

Proof �i� can be proved easily by an induction on the size of a� �ii� is proved by structural
induction on a� Suppose D � C�� Fix a � L� Take any d � D� We write �� t ��� for the interpretation
of t in D given the variable valuation � Now take  to be a valuation that maps x to d� We aim to
prove ��� ��x�a ����d � �� a ���� Suppose a � x� Then l�h�s� � �� i ���d � d � r�h�s� Suppose x �� a� Then
l�h�s� � �� ���x�a� ���d � ��ka ���d � �� a ��� � r�h�s� Finally suppose a � a�a��

����x�a�a� ���d � �� s���x�a�����x�a�� ���d

� �� ��x�a� ���d�� ��x�a� ���d by the induction hypothesis

� �� a� ����� a� ��� � �� a�a� ����

�iii� is an immediate consequence of �ii�� We prove �iv� by induction on n� The base case is �ii�� For
the inductive case of n � r��� note that by �i� variables occurring free in ��x� � � � xr���a are contained
in fx� g� Hence by �ii� C� � ���x�����x� � � � xr���a��x� � ��x� � � � xr���a� and so

C� � ���x�����x� � � � xr���a��x�x� � � � xr�� � ���x� � � � xr���a�x� � � � xr���

Hence by the induction hypothesis C� � ���x� � � � xr���a�x� � � � xr�� � a�

�

Proposition ����� All non�trivial combinatory algebras are in�nite�

Proof Fix n� Suppose there is a combinatory algebra A of size n� For each natural number i where
� � i � n� �� de�ne ai to be ��x� � � � xn���xi� Then� w�l�o�g�� say� A � a� � a�� So for any distinct b�
and b� of A� we have �� a� ��b�b� � � � b� � �� a� ��b�b� � � � b�� and so b� � b� � a contradiction� �

��� Combinatory completeness

An applicative structure A is said to be combinatory complete if for every term t of L� with all
free variables of t occurring in fx�� � � � � xn g and constant parameters from A� there is an element f
in A such that

�cc� A � fx� � � � xn � t�

�This means that fa� � � � an � t�a��x�� � � � � an�xn� for all a�� � � � � an � A�� We say that f represents

t� One may think of t as a polynomial over the set fx�� � � � � xn g of variables and constant symbols
from A�



��� Combinatory completeness �

Proposition ����� �Characterization� An applicative structure A is combinatory complete if and

only if A can be given the structure of a combinatory algebra�

Proof �	�� Given a term t of the required kind� take f to be ��x� � � � xn�t where fv�t� �
fx�� � � � � xn g� The result follows by an appeal to Proposition �����iv�� �
�� Take s to be the
element of A representing x�x��x�x�� with n � �� and k to be the element of A representing x� with
n � � �

Note that �cc� is equivalent to the following axioms�

���
��

�k�xy�kxy � x

�s�xyz�sxyz � xz�yz��

Let e denote the term ��x����y�xy�� By Proposition �����iv�� we have C� � exy � xy�

Lemma ����� Let t be an L�term and suppose x does not occur free in t� Then

C� � ��x�tx � et � s�kt�i�

Proof Any combinatory algebra validates et � ��y�ty � s���y�t�i � s�kt�i� �

Now consider the axioms�

�C��

���
��

k � ��xy�kxy

s � ��xyz�sxyz�

The following are consequences of C� �C��

kx � ��y�kxy

sxy � ��z�sxyz�

and hence� by Lemma ����� so are

�C�
��

���
��

e�kx� � kx

e�sxy� � sxy�

To summarize we have shown�

Lemma ����� C� �C� � C
�
�� �

Proposition ����� �e�invariance� The following are consequences of C� �C��

�i� ��x�t � e���x�t� � ��x����x�t�x i�e� �e �xes any ���abstraction�

�ii� ee � e� e�ex� � ex�



��� Extensionality axioms �

Proof �i� The second identity follows from Lemma ���� as x does not occur free in ���x�t�� Observe
that

��x�t �

������
�����

skk or

kt or

suv

depending on the shape of t� Hence� by C�
�� e���x�t� � ���x�t��

�ii� The �rst equation follows from �i� since e � ��x����y�xy�� By Lemma ����� ex � ��y�xy� the
second equation then follows from �i�� �

��� Extensionality axioms

Weak extensionality scheme� for all L�terms t� u

�WExt� �x�t � u�� ��x�t � ��x�u�

By induction we get as a consequence the scheme

�x� � � � xn�t � u�� ��x� � � � xn�t � ��x� � � � xn�u�

Weak extensionality axiom �which is a formula��

�WExt�� yz���x�yx � zx�� ey � ez��

Extensionality axiom is the formula�

�Ext� yz�fx�yx � zx�� y � zg�

The last axiom says that two elements are equal if and only if they are equal applicatively �or exten�
sionally�� i�e�� they have the same behaviour as functions�

Proposition ����� WExt and WExt� are equivalent modulo C� � C� �in fact the weaker axiom

C� �C
�
� su�ces�� �

De�nition ����� We denote by CL �combinatory logic� the system of axioms

CL
def
� C� �C� �WExt

or equivalently C� � C� �WExt�� and by ECL �extensional combinatory logic� the system of
axioms

ECL
def
� C� �Ext

Note that in the literature combinatory logic is often the name associated with the weaker formal
system C�� rather than CL�



��� Translation between �� and CL 

��� Translation between �� and CL

��calculus and combinatory logic are very closely related� As formal theories� they are almost� but
not quite� equivalent� The nature of their relationship deserves careful study� There are very natural
translations between the two systems� A major question we shall investigate is the extent to which
each translation preserves the theory�

First we assume that variables of the �rst�order language L coincide with variables of the ��calculus�
De�ne maps between ��terms and combinatory logic terms

�
���cl ��
����

L

where t �� tcl is de�ned by recursion as follows�������
�����

xcl
def
� x

�tu�cl
def
� tclucl

��x�t�cl
def
� ��x��tcl�

and a �� a� by ����������
���������

x�
def
� x

�ab��
def
� a�b�

s�
def
� �xyz�xz�yz�

k�
def
� �xy�x�

Lemma ����� For any terms a� b of L�

�i� if CL � a � b then �� � a� � b�

�ii� if ECL � a � b then ��� � a� � b�� �

Lemma ����� �i� For every ��term t� �� � �tcl�� � t�

�ii� For every L�term a� CL � �a��cl � a�

Proof For �i� we prove by induction over the structure of t� We shall consider only the hardest
case of t � �x�u� Then tcl is ��x�ucl� By Proposition �����iii�� we have CL � tclx � ucl� Thus by
Lemma ����� �tcl��x � �ucl��� By induction hypothesis �ucl�� � u� Hence �tcl��x � u� and so�

�x��tcl��x � �x�u � t�

Now since tcl � ��x�ucl� we have CL � etcl � tcl� by Proposition ������i�� Thus �e�tcl��� � �tcl���
But by Proposition ������i�� �e�tcl��� � ��x�tclx� � s�ktcl�i� � s��k�tcl��i� � �x�tcl�x� hence �tcl�� �
�x��tcl��x � t�

Next we prove �ii� by induction on the size of a� The base case of a being a variable is obvious� The
inductive case of a being an application is easily checked� Suppose a is s� We have �C��� sxyz � xz�yz�
for any x� y� z� By �WExt� we have

��xyz�sxyz � ��xyz�xz�yz��

By �C��� s � ��xyz�xz�yz�� and so� by de�nition of ���� and ���cl� s � �s��cl� �



��� Translation between �� and CL �

A main result of this section is that the encoding ���cl � � �� L preserves equations in �� �in the
sense of Theorem ������� To prove it we need a substitution lemma�

Lemma ����� For u� t � �� CL � �u�t�x��cl � ucl�tcl�x��

Proof By induction on the size of u� The cases of u being a variable and application are immediate�
We only consider the case of u � �y�v�

Claim� CL � �ucl�tcl�x��y � �u�t�x��cly�

�u�t�x��cly � ��y�v�t�x��cly by de�nition of ���cl

� ���y��v�t�x��cl�y by Proposition ����

� �v�t�x��cl by induction hypothesis

� vcl�tcl�x�

� �ucly��tcl�x�

� �ucl�tcl�x��y�

But by de�nition of ���cl

ucly � ���y�vcl�y by Proposition ����

� vcl�

Hence the claim is proved�

By �WExt�� from Claim� we have

CL � e�ucl�tcl�x�� � e�u�t�x��cl ���

Now ucl � ��y��vcl� and �u�t�x��cl � ��y��v�t�x��cl� Hence by Proposition ������i�

CL � eucl � ucl� and ��

CL � e�u�t�x��cl � �u�t�x��cl� ���

From ��� CL � ucl�tcl�x� � e�ucl�tcl�x��� Therefore� from ��� and ���� we get

CL � ucl�tcl�x� � �u�t�x��cl�

�

Theorem ����� �Equivalence� Let t and u be ��terms� Then

�i� �� � t � u if and only if CL � tcl � ucl

�ii� ��� � t � u if and only if ECL � tcl � ucl�



��� Translation between �� and CL �

Proof We shall just prove �i�� and leave �ii� as an exercise� �	�� If CL � tcl � ucl then
�tcl�� � �ucl��� Thus� by Lemma ����� t � u�

�
�� It su�ces to prove it for the case of t�� u �one�step ��reduction�� We then proceed by induction
of the size of t� Clearly t cannot be a variable� There are two cases� Suppose t � �x�t�� Then u � �x�u�

and t� �� u�� By the induction hypothesis� CL � t�cl � u�cl� ByWExt� CL � ��x��t�cl� � ��x��u�cl��
Hence CL � ��x�t��cl � ��x�u

��cl�

Now suppose t � pq� There are three subcases�

� u � p�q and p�� p
�� by the induction hypothesis� CL � pcl � p�cl� and so� CL � pclqcl � p�clqcl�

Hence CL � tcl � ucl�

� u � pq� and q �� q
�� similar to the previous case�

� t � ��x�v�w and u � v�w�x�� by Lemma ������ CL � ucl � vcl�wcl�x�� on the other hand�

tcl
def
� ���x�vcl�wcl� Hence by Proposition ����� CL � tcl � ucl�

�

Problems

��� Show that ��xy�yx � s�k�si���s�kk�i�� What is ��xy�xy�

��� Basis� Let L be a collection of ��terms� The set L� of terms generated by L is the least set P
such that

� L � P

� if s� t � P then st � P�

Let Q � �� L � � is said to be a basis for Q just in case for every q � Q� there is some tq � L�

such that �� � q � tq� L is a basis if L is a basis for �
o �the set of closed ��terms��

Prove that fk� s g is a basis� �Hint� Use Lemma �����

��� Show that 	 � �x�xksk is a singleton basis� �Hint� Calculate 			 and 	�		���

��� �i� �Barendregt� Let X � �x�x�xs�kk��k� Show that fX g is a basis� �Hint� calculate XXX
and Xk��

�ii� �Rosser� Find a closed ��term J such that JJ � s and Js � k�

��� Prove Proposition ����

��
 Prove Lemma ������

��� Show that the set of closed ��terms quotiented by ��equivalence is a model of CL� Hence or
otherwise prove Proposition � WExt andWExt� are equivalent modulo C� �C� �in fact the weaker
axiom C� �C

�
� su�ces��



��� Translation between �� and CL �

��� The weak combinatory logic notion of reduction is given by the union of the following binary
relations �de�ned schematically�� p� q and r range over combinatory logic terms

hkpq� pi

hspqr� pr�qr�i

Show that the corresponding one�step weak reduction �w is Church�Rosser�

�Hint �Rosser ������ De�ne s 
 t just in case there are disjoint weak�redexes  �� � � � � n in s� and t
is obtained by contracting them� For example s�kpq��spqr� 
 sp�pr�qr��� Show that

�i� 
 satis�es the diamond property

�ii� �w is the transitive closure of 
� �



�

� B�ohm�s Theorem

B	ohm
s theorem was proved in the late 
��s and remains possibly the most signi�cant discovery in the
syntax of untyped ��calculus� It gives rise to a powerful technique for obtaining separability results�

��� The theorem and its signi�cance

Theorem ����� �B�ohm� Let s and t be closed normal ��terms that are not ���equivalent� Then

there exist closed terms u�� � � � � uk such that���
��

s�u � f

t�u � t�

where t � �xy�x and f � �xy�y� �

Exercise ����� Show that t and f of the theorem can be replaced by any pair of closed ��normal
forms that are not ���equivalent�

B	ohm
s theorem is a classic result in the syntax of untyped ��calculus� It is a powerful separability
result�

An aside on ��theories

A ��theory is a consistent extension of �� that is closed under provability� A �closed� equation is a
formula of the form s � t where s and t are closed ��terms� If T is a set of closed equations� then the
theory �� � T is obtained from �� by augmenting the axioms by T �

De�nition ����� Let T be a set of closed equations� T � is the set of closed equations provable in
�� � T � We say that T is a ��theory just in case T � T � and T is consistent �i�e� there are terms s
and t such that s � t is not provable in T ��

Corollary ����� Any ��theory which identi�es any two closed normal ��terms that are not ���
equivalent is inconsistent� �

Proof Take any ��terms A and B� Write

D � �xyz�zyx�

Then we have

DABf � A

DABt � B�

Hence if L � s � t where s and t are any closed normal ��terms that are not ���equivalent� then for
the �u given by the theorem� we have L � DAB�s�u� � DAB�t�u�� and so�

L � A � B�

�

The so�called �B	ohm�out technique� is crucial to the proof of most local structure characterization
theorems of ��models�



��� Proof of the theorem �

��� Proof of the theorem

First some notations� The permutator of order n is de�ned to be the following term

�n
def
� �x� � � � xnx�xx� � � � xn�

De�nition ����� We shall call B�ohm transformation any function from � �the collection of ��
terms� to � de�ned by composing basic functions of the form t �� tu� or t �� t�u��x� where u� and x
are a given term and variable respectively�

We shall denote the functions as follows�

Bu� � t �� tu�

Bu��x � t �� t�u��x��

Lemma ����� For every B	ohm transformation B� there are terms u�� � � � � uk such that Bs � su� � � � uk
for every closed term s� �

Exercise ����� Prove the lemma�

Lemma ����� Let s� t be two ��terms� If one of the following

�
� s � xs� � � � sp

t � yt� � � � tq where x �� y or p �� q

��� s � �x� � � � xmx�xs� � � � sp

t � �x� � � � xnx�xt� � � � tq where m �� n or p �� q

holds then ���
��

Bs � f

Bt � t

for some B	ohm transformation B�

Proof Case ����

�i� x �� y� take � � �z� � � � zp�f and � � �z� � � � zq�t� Take B to be B��x �B��y� Then

Bs � f

Bt � t�

�ii� x � y and p � q� Then

B�q �xs � �qs
�
� � � � s

�
p � �zp�� � � � zqz�zs

�
� � � � s

�
pzp�� � � � zq

B�q �xt � �qt
�
� � � � t

�
q � �z�zt�� � � � t

�
q

where ���� means �����q�x�� This is case ���i��



��� Proof of the theorem �

Case ����

�i� m �� n� say m � n� take distinct variables z�� � � � � zn� z not occurring in s� t� Let

B
def
� Bz �Bzn � � � � �Bz� �

Then
Bs � zm��s

�
� � � � s

�
pzm�� � � � znz

where ���� is ����z��x�� � � � � zm�xm� zm���x�� and

Bt � zty� � � � t
y
q

where ���y is ����z��x�� � � � � zn�xn� z�x�� This is just case ����i��

�ii� m � n and p �� q� let B
def
� Bx �Bxm � � � � �Bx� � We have

Bs � xs� � � � sp

Bt � xt� � � � tq

This is just case ����ii��

Note� cases ���ii� �� ����ii� �� ���i� �� ����i�� �

Theorem ����� Let s and t be non����equivalent normal ��terms� and x�� � � � � xk any distinct vari�

ables� Then for any n�� � � �nk� provided they are large enough� there is a B	ohm transformation B such

that ���
��

B�s��n��x�� � � � � �nk�xk�� � f

B�t��n��x�� � � � � �nk�xk�� � t�

Proof The size size�s� of a term s is de�ned by recursion as follows�

size�x�
def
� �

size�st�
def
� size�s� � size�t�

size��x�s�
def
� size�s� � �

We prove by induction on size�s� � size�t��

Case analysis�

��� s and t are both abstractions

�� only one of s and t is an abstraction

��� both are not abstractions�



��� Proof of the theorem �

Claim It su�ces to consider the last case�

Proof of Claim Take y �� x�� � � � � xk with no occurrence in s and t� and let ws and wt be the normal
form of sy and ty respectively� Now ws is not ���equivalent to wt �why��� Suppose case ���� say
s � �x�u and t � �x��v then ws � u�y�x�� wt � v�y�x�� and

size�ws� � size�wt� � size�s� � size�t�� ��

Suppose case ��� say� s � �x�u and t is not an abstraction� then either t is a variable or v�v�� Thus
ws � u�y�x� and wt � ty and

size�ws� � size�wt� � size�s� � size�t�� ��

Hence� in both cases� we can apply the induction hypothesis to ws and wt� Suppose for any n�� � � � � nk
there exists B such that ���

��
B�ws��n��x�� � � � � �nk�xk�� � f

B�wt��n��x�� � � � � �nk�xk�� � t�

Take the B	ohm transformation B �By which works for s and t� �

We shall consider the case where both s and t are not abstractions� say

s � xs� � � � sp

t � yt� � � � tq

where si� tj are all normal forms�

Fix distinct numbers n�� � � � � nk and variables x�� � � � � xk� We write

���� for �����n��x�� � � � � �nk�xk��

There are three subcases�

Case �i�� x� y �� fx�� � � � � xk g�

We have

s� � xs�� � � � s
�
p

t� � yt�� � � � t
�
q �

If x �� y or p �� q then result follows from Lemma ����� If x � y and p � q take any number
n 
 p� n�� � � � � nk� Then take B � Bz �Bzn � � � � �Bzp��

�B�n�x� We have

Bs� � zsy� � � � s
y
pzp�� � � � zn

Bt� � zty� � � � t
y
pzp�� � � � zn

where ���y is �����n��x�� � � � � �nk�xk� �n�x��



��� Proof of the theorem ��

Since s and t are not ���equivalent� for some i� si and ti are not ���equivalent� Take �i � �x� � � � xn�xi�

B�i�z �B�s
�� � syi

B�i�z � B�t
�� � tyi

�Note that z does not occur free in syi nor t
y
i �� Clearly size�si� � size�ti� � size�s� � size�t�� Hence�

by the induction hypothesis� say B� is the required B	ohm transformation for syi and tyi � The B	ohm
transformation required is just B� �B�i�z �B�

Case �ii�� x � fx�� � � � � xk g� say� x � x�� and y �� fx�� � � � � xk g� Then� for every n� 
 p�

s� � �n�s
�
� � � � s

�
p � �zp�� � � � zn�z�zs

�
� � � � s

�
pzp�� � � � zn�

t� � yt�� � � � t
�
q�

Take B � Bz �Bzn�
� � � � �Bzp��

�

B�s�� � zs�� � � � s
�
pzp�� � � � zn� �

B�t�� � yt�� � � � t
�
qzp�� � � � zn�z�

Since y �� z� result follows from Lemma ��������

Case �iii�� x� y � fx�� � � � � xk g�

Suppose x � x� and y � x� are distinct�

s� � �n�s
�
� � � � s

�
p � �zp�� � � � zn�z�zs

�
� � � � s

�
pzp�� � � � zn�

t� � �n�t
�
� � � � t

�
q � �zq�� � � � zn�z�zt

�
� � � � t

�
qzq�� � � � zn�

taking n� 
 p� n� 
 q� Since n� �� n� result follows from Lemma �������

Suppose x � y � x�� take n� 
 p� q�

s� � �n�s
�
� � � � s

�
p � �zp�� � � � zn�z�zs

�
� � � � s

�
pzp�� � � � zn�

t� � �n�t
�
� � � � t

�
q � �zq�� � � � zn�z�zt

�
� � � � t

�
qzq�� � � � zn� �

If p �� q then by Lemma ������� n� � p �� n� � q� result then follows� If p � q then since s and
t are not ���equivalent� for some i� si and ti are not ���equivalent� Let �� � �x� � � � xn� �xi and

B
def
� Bz �Bzn�

� � � � �Bznp��
� Then

B���z � B�s
�� � s�i

B���z �B�t
�� � t�i �

Similar argument as before concludes the proof� �

B	ohm
s Theorem is an immediate consequence of Theorem ����� For if s is any closed term and B a
B	ohm transformation� then by Lemma ��� we have Bs � su� � � � uk where u�� � � � � uk depend only on
B� By applying Theorem ���� we therefore obtain su� � � � uk � f and tu� � � � uk � t� �We may suppose
that �u are closed terms��



��

� Call�by�name and call�by�value lambda calculi

According to the so�called function paradigm of computation� the goal of every computation is
to determine its value� Thus to compute is to evaluate� A �by now� standard way to implement
evaluation is by a process of reduction� In this section we shall investigate a couple of important
ideas that have arisen in semantics of functional computation in recent years� We take pure� untyped
��calculus equipped with call�by�name �cbn� and call�by�value �cbv� reduction strategies as minimal
�and prototypical� functional languages� and consider two operational or behavioural preorders over
terms� namely� applicative simulation and observational �or contextual� preorder� We prove that they
conincide in both cbn and cbv ��calculi� In other words both languages satisfy the context lemma�

��� Motivations

The commonly accepted basis for functional programming is the ��calculus� and it is folklore that the
��calculus is the prototypical functional language in puri�ed form� But what is the ��calculus� The
syntax is simple and classical� variables� abstraction and application in the pure calculus� with applied
calculi obtained by adding constants� The further elaboration of the theory� covering conversion�
reduction� theories and models� is laid out in Barendregt
s already classical treatise �Bar���� It is
instructive to recall the following crux� which occurs rather early in that work �p� ����

Meaning of ��terms �rst attempt

� The meaning of a ��term is its normal form �if it exists��

� All terms without normal forms are identi�ed�

This proposal incorporates such a simple and natural interpretation of the ��calculus as a programming
language� that if it worked there would surely be no doubt that it was the right one� However� it gives
rise to an inconsistent theory"

Second attempt sensible theory

� The meaning of ��terms is based on head normal forms via the notion of B�ohm tree�

� All unsolvable terms �no head normal form� are identi�ed�

This second attempt forms the central theme of Barendregt
s book� and gives rise to a very beautiful
and successful theory �henceforth referred to as the �standard theory��� as that work shows�

This� then� is the commonly accepted foundation for functional programming� more precisely� for
the lazy functional languages �FW��� HM���� which represent the mainstream of current functional
programming practice� Examples� Miranda �Tur���� LML �Aug���� Orwell �Wad���� Haskell� and
Gofer� But do these languages as de�ned and implemented actually evaluate terms to head normal
form� To the best of our knowledge� not a single one of them does so� Instead� they evaluate to weak
head normal form i�e� they do not evaluate under abstractions �see �PJ��� for a comprehensive survey
of the pragmatics of functional programming languages�� E�g�� �x���y�y�s is in weak head normal
form� but not in head normal form� since it contains the head redex ��y�y�s�

So we have a fundamental mismatch between theory and practice� Since current practice is well�
motivated by e�ciency considerations and is unlikely to be abandoned readily� it makes sense to see if
a good modi�ed theory can be developed for it� To see that the theory really does need to be modi�ed�
we consider the following example�
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��� Call�by�name or Lazy ��calculus �

Example ����� Let � � ��x�xx���x�xx� be the standard unsolvable term� Then �x�� � � in the
standard theory� since �x�� is also unsolvable� but �x�� is in weak head normal form� hence should
be distinguished from � in our �lazy� theory�

We now turn to a second point in which the standard theory is not completely satisfactory�

Is the ��calculus a programming language�

In the standard theory� the ��calculus may be regarded as being characterized by the type equation

D � �D � D�

�for justi�cation of this in a general categorical framework� see e�g� �Sco��� Koy�� LS�����

It is one of the most remarkable features of the various categories of domains used in denotational
semantics that they admit non�trivial solutions of this equation� However� there is no canonical

solution in any of these categories �in particular� the initial solution is trivial � the one�point domain��

We regard this as a symptom of the fact that the pure ��calculus in the standard theory is not a
programming language� Of course� this is to some extent a matter of terminology� but we feel that the
expression �programming language� should be reserved for a formalism with a de�nite computational
interpretation �an operational semantics�� The pure ��calculus as ordinarily conceived is too schematic
to qualify�

��� Call�by�name or Lazy ��calculus

We introduce a �toy� functional language that has closed ��terms as programs and �closed� abstrac�
tions as values� The operational semantics is given by a Martin�L�of style evaluation relation

�which is also known as �big�step� reduction relation� simulating a normal order �or leftmost�
reduction strategy that terminates whenever the reduction reaches a weak head normal form �whnf��

De�nition ����� We de�ne a family �n �n � �� of binary relations over closed ��terms as follows�
For each n� the relation s �n v ��the program s converges to value v in n steps�� is de�ned inductively
by the following rules�

�x�p �� �x�p
s �m �x�p p�t�x� �n v

st �m�n�� v

Notation It is useful to �x some shorthand�

s � v
def
� �n � ��s �n v �s converges to v�

s�
def
� �v�s � v �s converges�

s�
def
� ��s �� �s diverges�

For example� i�ii� � i and k�ii� � �y�ii� and ��� Take a ��term s that is not in ��normal form�
Informally the leftmost ��redex of s is the redex that literally �occurs leftmost� in s� We de�ne
a reduction strategy informally� at each step� contract the leftmost redex and stop as soon as an
abstraction �weak head normal form� is reached� Convince yourself that for any program s� s � v
if and only if s reduces to v by the reduction strategy�

Proposition ����� �i� Show that ��x�p�t�r �n�� v 	
 p�t�x��r �n v�

�ii� Prove that � is deterministic i�e� it de�nes a partial function from programs to values� whenever

s � v and s � v� then v and v� are the same� �



��� Applicative simulation and context lemma ��

The cbn ��calculus was �rst introduced by Plotkin in �Plo���� An extensive study of the calculus can
be found in �AO����

��� Applicative simulation and context lemma

Under the reduction strategy �� the possible �results� are of a particularly simple� indeed atomic kind�
That is to say� a term s either converges to an abstraction �and according to this strategy� we have
no clue as to the structure �under� the abstraction�� or it diverges� The relation � by itself is too
�shallow� to yield information about the behaviour of a term under all experiments�

Inspired by the work of Robin Milner �Mil��� and David Park �Par��� on concurrency� we shall use
the reduction relation � as a building block to yield a deeper relation which we call applicative
simulation� To motivate this relation� let us spell out the observational scenario we have in mind�
Given a closed term s� the only experiment of depth � we can do is to evaluate s and see if it converges
to some abstraction �weak head normal form� �x�p�� If it does so� we can continue the experiment to
depth  by supplying a term t� as input to �x�p�� and so on� Note that what the experimenter can
observe at each stage is only the fact of convergence� not which term lies under the abstraction� We
can picture matters thus�

Stage � of experiment� s � �x�p��

environment �consumes� ��

produces t� as input

Stage  of experiment� p��t��x� � � � �

���

De�nition ����� We de�ne a family of binary relations �
�k �k � �� over �o as follows�

� for any s and s�� s �
�� s

��

� s �
�k�� s

� provided �x�p��s � �x�p �
 ��x�p���s� � �x�p� # r � �o�p�r�x� �
�k p

��r�x� ���

We then de�ne s �
�
s� to be s �

�k s
� for all k � �� The de�nition can be extended to all ��terms by

considering closures in the usual way i�e� for s� s� � ��

s �
�
s�

def
� � � var �� �o�s� �� s

�
�

where s� means the �term that is obtained from s by simultaneously substituting ��x� for each free
occurrence of x� with x ranging over the collection var of ��calculus variables�� For example � �

�
x

and �x �
�
x�

Write s � s� to mean s �
�
s� and s� �

�
s� and set

��
def
� f s � t � s � t where s� t � �o g�

We say that s and s� are applicatively bisimilar or simply bisimilar just in case s � s�� The theory
�� is clearly �non�trivial and� consistent�
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��� Applicative simulation and context lemma ��

Exercise ����� �i� Show that �
�
is a preorder over � i�e� a re�exive and transitive binary relation�

�ii� Show that ��x�xx���x�xx� � ��x�xxx���x�xxx� �� �x���x�xx���x�xx�� show that �x�x� k and s
are pairwise incompatible w�r�t� �

�
�

�iii� Suppose s� and t�� Show that �x� � � � xn�s �� �x� � � � xn�t�

�iv� Show that �x� � � � xn�s �� �x� � � � xm�s i� n � m�

For an alternative description of �
�
� recall that the set R of binary relations over �o is a complete

lattice under set inclusion� Now� de�ne F � R �� R by

F �R�
def
� f �s� s�� � �x�p��s � �x�p �
 ��x�p��� s� � �x�p� # t � �o���p�t�x�� p��t�x�� � R � � g

It is easy to check that F is a monotone function with respect to the inclusion ordering� A relation
R � R is said to be a pre�simulation just in case R � F �R� i�e� R is a post��xpoint of F � Since F
is monotone� by Tarski
s Theorem �Tar���� it has a maximal pre�simulation given by

�
R�F �R�

R

since the closure ordinal �Mos��� of h�
�k� k � � i is �� Note that the maximal post��xpoint of F is

also its maximal �xpoint �and this holds generally��

Lemma ����� Applicative simulation is precisely the maximal pre�simulation� �

We give a useful characterization of �
�
�

Theorem ����� �Characterization� For any s� s� � �o� s �
�
s� if and only if for any �nite �possibly

empty� sequence �t of closed ��terms� if s�t� then s��t�� �

To prove the theorem� we �rst establish a useful result�

Lemma ����� �i� If s � �x�p and s� � �x�p� then for any r � �o� for any n � ��

sr ��n s
�r 	
 p�r�x� ��n p

��r�x��

�ii� Hence if s and s� are both convergent then s �
�n�� s

� 	
 r � �o�sr �
�n s

�r�

Proof �i� The case of n � � is vacuous� Assume s � �x�p and s� � �x�p�� Then sr � �y�q i�
p�r�x� � �y�q� and s�r � �y�q� i� p��r�x� � �y�q� Now for the case of n � l��� by de�nition� sr �

�l�� s
�r

i� if sr � �y�q then s�r � �y�q� and for any closed t� q�t�y� �
�l q

��t�y�� i�e� i� if p�r�x� � �y�q then
p��r�x� � �y�q� and for any closed t� q�t�y� �

�l q
��t�y�� i�e� i� p�r�x� �

�l�� p
��r�x�� �ii� follows from �i�

and the de�nition of �
�n��� �

We de�ne a family of relations ln with n � �� s l� s
� holds for any s and s�� for n � � we de�ne

s ln s
� by �for any �nite sequence �t � t�� � � � � tm such that m � n� if s�t� then s��t��� To prove the

theorem� it su�ces to show�

for all n � �� ln and ��n are equal�
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��� Applicative simulation and context lemma ��

We shall prove it by induction on n� The base case is obvious� For the inductive case of n � l��� we
may assume w�l�o�g� that s and s� are both convergent� Observe that sln�� s

� i� �whenever s� then
s��� and for any closed t� stln s

�t�� Hence

sll�� s
� by the preceding and assumption

	
 t�stll s
�t by induction hypothesis

	
 t�st �
�l s

�t by Lemma ������ii�

	
 s �
�l�� s

��

Hence the theorem is proved�

Recall that programs are closed terms� Thus program contexts are just closed contexts i�e� contexts
that have no free ��variables� We say that s observationally approximates s� just in case for any
program context C�X�� if C�s� converges then so must C�s��� Informally this means that whatever we
can observe about s� the same can be observed about s�� �Note that convergence is the only thing we
can observe about a computation in the cbn ��calculus��

De�nition ����
 The binary relation �
�

cxt
over �o� called observational or contextual preorder

is de�ned as
s �
�

cxt
s�

def
� C�X� � �o�C�s�� �
 C�s����

Observational equivalence captures the intuitive idea that two program fragments are indisguishable
in all possible programming contexts� Though observational preorder is clearly important� it is hard
to reason about it directly� Try proving that �x�x� �

�

cxt
�x�xx or �x�xx �

�

cxt
�x���y�xy�� Fortunately

there is a convenient characterization�

Proposition ����� �Context lemma� Applicative simulation and context preorder coincide�

Proof This is a variation of Berry
s proof of a Context Lemma in �Ber����

It su�ces to prove the following� Let s� s� range over �o�

s �
�
s� �
 l � ��C�X� � �o�C�s��l �
 C�s����

We prove the assertion by induction on l� The base case is obvious� Without loss of generality� consider
the following two cases of closed contexts�

��� C�X� � ��x�P �X���Q�X�� �R�X��

�� C�X� � X�P �X�� �Q�X��

���� Suppose C�s��l��� De�ne D�X� � �P �X���Q�X��x� �R�X�� Then by Proposition ��� D�s��l�
Invoking the induction hypothesis� we have D�s���� which implies that C�s����

��� Let s � ��x�p��q� Suppose C�s��l��� De�ne D�X� � ��x�p��q�P �X�� �Q�X�� a context of case ����

Note that C�s� � D�s�� By an appeal to ���� we have D�s���� But D�s�� � sP �s�� �Q�s��� and so by

Theorem ������ because s �
�
s�� we have s�P �s�� �Q�s���� i�e� C�s���� �
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��� Call�by�value ��calculus ��

Remark ����� �i� The above result says that if two programs are distinguishable by some program
context then there is some applicative context that distinguishes them� In other words� the com�
putational behaviour of cbn ��calculus program is functional� which is what one would expect of a
functional programming language� This property is called operational extensionality in �Blo����
Milner �Mil��� proved a similar result in the case of simply typed combinatory algebra which he
referred to as the Context Lemma�

�ii� It follows immediately from the de�nition of �� that the application operation in �o is monotone
in the left argument with respect to ��� Operational extensionality is equivalent to the monotonicity
of the application operation in the right argument� i�e�

s �
�
s� �
 t � �o�ts �

�
ts��

which is the same as saying that �
�
is a precongruence i�e�

s �
�
s� # t �

�
t� �
 st �

�
s�t��

��� Call�by�value ��calculus

We let p� r� s and t range over ��terms� Programs of Plotkin
s call�by�value �cbv� ��calculus are
closed ��terms� and values� ranged over by u and v� are closed abstractions� Evaluation is de�ned by
induction over the following rules� for programs �x�p� s and t

�x�p � �x�p
s � �x�p t � u p�u�x� � v

st � v
�

As before we read s � v as �program s converges or evaluates to value v�� and write s� to mean s � v
for some value v�

Notation� We shall not bother to distinguish notationally the evaluation relation of the cbv ��calculus
from that of the cbn ��calculus� though they are of course distinct relations�

We present the operational semantics in terms of a Plotkin�style transition relation �which is also
known as �small�step� reduction relation� by induction over the following rules�

��x�p�v 
 p�v�x�
s 
 s�

E�s� 
 E�s��

where E�X� ranges over the collection of evaluation contexts de�ned by the following rules� v and
s range over values and programs respectively

� X is an evaluation context

� if E is an evaluation context� then so is vE

� if E is an evaluation context� then so is Es�

Note that by de�nition� the hole occurs exactly once in every evaluation context� We call a term of
the shape ��x�p�v a cbv ��redex� and write 

 to be the re�exive� transitive closure of 
�

Lemma ����� �Evaluation context� For any program s� s 
 s� i there is a unique evaluation

context E�X� and a unique cbv redex  � ��x�p�v such that E� � � s and s� � E�p�v�x��� Hence

big�step �Martin�L	of style evaluation relation� and small�step operational semantics coincide� �



��� Context lemma by Howe	s method ��

Proposition ����� �Equivalence� For any program s� s � v i s 

 v where v is a value� �

As in the case of cbn ��calculus� for closed terms s and t� we de�ne s �
�
t� read s simulates t

applicatively� as the conjunction of a countable family of binary relations as follows�

� for any s and s�� s �
�� s

��

� s �
�k�� s

� just in case whenever s � �x�p then s� � �x�p� and for every value v� p�v�x� �
�k p

��v�x��

We then de�ne s �
�
s� to be s �

�k s
� for all k � �� The relation can be extended to ��terms in general�

for any s and t� de�ne s �
�
t just in case s� �� t� for every value substitution ��

Proposition ����� For any closed terms s and t� the following are equivalent�

�i� s �
�
t

�ii� for every �nite sequence of closed terms r�� � � � � rn� if s�r� then t�r�

�ii� for every �nite sequence of values v�� � � � � vn� if s�v� then t�v��

�

��� Context lemma by Howe�s method

Context lemma is valid for cbv ��calculus but the argument in the proof of Proposition ����� does
not work for the cbv calculus� We shall present a proof using what is known as Howe
s method as an
extended exercise�

A value substitution � is just a function � from variables to values� Suppose the variables occurring
free in s are x�� � � � � xn then

s�
def
� s���x���x�� � � � � ��xn��xn��

Exercise ����� Prove the following�

�i� �
�
is a preorder�

�ii� For any s and t �which are not necessarily closed� and for any value v�

s �
�
t �
 s�v�x� �

�
t�v�x��

De�nition ����� �Pre�simulation� Let R be the set of binary relations over the set of closed ��
terms� De�ne a function F � R �� R by� for any R � R

F �R�
def
� f �s� s�� � v�s � v �
 ��v��s� � v� # t��vt� v�t� � R � g�

F is a monotone function with respect to the inclusion ordering� A relation R � R is said to be a
pre�simulation just in case R � F �R�� De�ne � to be the maximal pre�simulation i�e�

�
def
�

�
R�F �R�

R�



��� Context lemma by Howe	s method ��

Exercise ����� Prove the following�

�i� F is a monotone function �with respect to the inclusion ordering��

�ii� � is the same as �
�
�

Our aim is to prove the Context Lemma�

De�nition ����� �Precongruence candidate� De�ne a binary relation �� called precongruence

candidate� over the collection of all �not just closed� ��terms by induction over the following rules�

� if x �
�
s then x � s

� if s � s� and t � t� and s�t� �
�
r then st � r

� if s � s� and �x�s� �
�
r then �x�s � r�

Exercise ����� Prove the following�

�i� Whenever s � t and t �� r then s � r�

�ii� � is a precongruence i�e� whenever s � s� and t � t� then st � s�t�� and whenever s � s� then
�x�s � �x�s��

Exercise ����
 Prove that � is re�exive� Hence deduce that �
�
is contained in ��

Lemma ����� �Substitution Lemma� Prove that whenever s � s� and values v � v� then

s�v�x� � s��v��x��

�

Exercise ����� For closed s and s�� if s � s� and s � v� then for some v�� s� � v� and v � v��

�Hint� De�ne a notion of �convergence in n steps� s �n v� and prove by induction over n� using the
Substitution Lemma��

Exercise ����� Prove that � coincides with �
�
� Hence deduce the context lemma�

�Hint� To prove that � is contained in ��� it su�ces to show that � is a pre�simulation �why����

Problems

Unless otherwise speci�ed� assume � and �
�
as de�ned in the cbn ��calculus in the following�

��� Formalize a small�step reduction for the cbn ��calculus and prove that it is equivalent �in the
sense of Proposition ����� to the big�step presentation�



��� Context lemma by Howe	s method ��

��� Prove Proposition ����

��� Prove Lemma ������

��� �i� Show that � � ��x�xx���x�xx� is a bottom element and yk a top element with respect to
applicative simulation�

�ii� A classi�cation of closed ��terms�

For any �closed� ��term s� say that s has order � just in case s is not ��conertible to an
abstraction� Suppose s is ��convertible to an abstraction� For n � �� say that s has order n if
n is largest k such that for some p� �� � s � �x� � � � xk�p� We say that s has order � just in
case for no n � � is s of order n� Observe that every closed ��term has a unique order�

Show that a ��term is a bottom element w�r�t� applicative simulation i� it is of order �� and top
element i� it is of order ��

��� �� is a ��theory

�i� Is it true that if �� � s � t then s � t� Is it true that if s � s� and t � t� in �� and if s �
�
t then

s� �� t��

�ii� Prove that �� is a ��theory�

�iii� Show that the axiom ��� is not valid in ��� Rather a weaker version� called conditional���

s� �
 �x�sx � s

is valid� where we interpret s� to mean �s converges��

��
 �i� Show that xx �
�
x��y�xy� in the cbn ��calculus� Is it true in the cbv ��calculus�

�ii� Are there ���inequivalent ��normal forms that are equal in ���

�iii� The answer to �ii� is yes if we relax the ��normality requirement� or if the pair are only required
to be ��inequivalent� Why�

��� Convergence testing F

�i� A convergence test is a closed ��term c such that c�� and for any s � �o

���
��

s� �
 cs � �x�x

s� �
 cs��

Show that there is no convergence test in the cbn ��calculus�

�ii� Let � be any order�� term� and � any order�� term� Let p � �x�x��y�x��y�� and q �
�x�x�x����� Prove that p � q�

�iii� Let p� and q� be obtained from p and q respectively by replacing � in them by �y��� Prove that
we still have p� � q��

�iv� Show that there is a convergence test in the cbv ��calculus�

��� Describe� and characterize if possible� the least and greatest terms w�r�t� �� in the cbv ��calculus�

��� Use Howe
s method to prove that �
�
in the cbn ��calculus is a precongruence�



��

� 	Very
 Basic Recursion Theory

In this section we show the Turing completeness of the call�by�value ��calculus �viewed as a minimal
programming language� and the undecidability of ��convertibility�

In the following s � v shall mean the evaluation of program s to value v in the call�by�value ��calculus�
and s 

 s� the re�exive� transitive closure of the one�step call�by�value reduction� Note that

s � v 	
 s 

 v # v is a value�

��� Numerals

The salient feature of Scott numerals is the simplicity of the de�nition of predecessor� �Compare it
with Church numerals��

De�nition 
����

p�q
def
� k

pn� �q
def
� �xy�ypnq

succ
def
� �nxy�yn

pred
def
� �p�p	i

case
def
� �xyz�xyz

where 	 is any closed term and i the identity�

Note that for any values f and g

case pnqfg 



���
��

f if n is �

g�pn� �q� otherwise�

��� Strong de�nability

A function can be de�ned by specifying its graph� We associate to every partial recursive function a
cbv ��calculus program that de�nes it i�e� the extensional behaviour of the program coincides with
the graph of the function� Note that the program gives a way of computing it�

De�nition 
���� We say that a partial function � � Nm � N is strongly �v�de�nable by a program
f just in case for every m�tuple n�� � � � � nm of natural numbers����

��
����n �� 	
 fpn�q � � � pnmq�

����n � � l 	
 fpn�q � � � pnmq � plq

where �� � � �� means that �� � � is unde�ned��

Theorem 
���� �Turing completeness� A partial function Nm � N is partial recursive if and only

if it is strongly �v�de�nable�




�� Strong de�nability ��

Notation We write �� f to mean �� is strongly �v�de�nable by f��

Lemma 
���� st� � � � tn � v if and only if for each i� ti � ui and su� � � � un � v� �

Exercise 
���� �i� Prove the lemma�

�ii� The lemma is not true for cbn ��calculus� Give a counterexample�

Proof of the theorem

It should be evident that a program of cbv ��calculus de�ning a numeric function gives an algorithm
for computing it� The direction �	� can be shown by appealing to Church
s Thesis�� It then remains
to prove �
��

Projection

pprojmi q is �x� � � � xm�xi�

Composition

Suppose �� g and �i � fi and ����n � � �������n ��� � � � � �m���n ��� Now

����n � � p i� for each i� �i���n � � pi and ��p�� � � � � pm� � p

i� fi�
���
pnq� � pi for each i and g

��
ppq � p by Lemma ����

i� ����x �g�f���x � � � � �fm��x ��
���
pnq � p

Also

����n � � i� for some i� �i���n �� or for each i� �i���n � � pi and ����p � �

i� for some i� fi�
���
pnq� � or for each i� fi�

���
pnq� � pi and g

��
ppq �

i� ����x �g�f���x � � � � �fm��x ��
���
pnq ��

Primitive recursion

Suppose

������y �
def
� ����y �

��k � ����y �
def
� ����k���y �� k���y �

where � � g and �� h� De�ne B � �xy�y��z�xxyz�� Note for any value v

BBv 
 ��y�y��z�BByz��v


 v��z�BBvz��

�By Church�s Thesis� we shall mean the assertion that the e�ectively computable �partial� numeric functions are
exactly the �partial� recursive functions�




�� Strong de�nability �

Now set

$
def
� BB

v
def
� �zx��y �case x�g��y �����h�z���y ����y �

p�q
def
� $v

Take a�
��
b to be values� and set f to be $v� Then

fa
��
b 

 v��z�$vz�a

��
b



 case a�g
��
b �����h���z�$vz��

��
b ��

��
b �

� if a is p�q then fp�q
��
b 

 p provided g

��
b � p

� if a is pn� �q then

fpn� �q
��
b 

 ����h���z�$vz��

��
b ��

��
b �pnq


 h���z�$vz�pnq
��
b �pnq

��
b


 h��$v�pnq
��
b �pnq

��
b �

Minimalization

Suppose � � g� De�ne ����y �to be �x���x���y �� Set

v
def
� �zx��y �case �gx��y �x����z�succ x���y �

h
def
� $v�

Claim� For values
��
b �

hpnq
��
b 



���
��

pnq if gpnq
��
b � p�q

h�succ pnq�
��
b otherwise if gpnq

��
b � pm� �q for some m�

Now put f
def
� hp�q�

�

Church numerals are de�ned as follows�

n
def
� �fx� f�� � � �f� �z �

n

x� � � ��

Think of the Church numeral n as the procedure that takes a function�input and an argument�input�
and applies the function n�times to the argument�




�� Undecidability of ��convertibility ��

��� Undecidability of ��convertibility

Fix an e�ective G�odel numbering of ��terms i�e� a �bijective� function g � � �� N that is computable�
It should be clear that we have the following�

Fact 
���� �i� There is a total recursive function � such that for any ��terms s and t� ��g�s�� g�t�� �
g�st��

�ii� There is a total recursive function � such that for any natural number n� ��n� � g�n�� �

Notation In the following we shall write

dse
def
� g�s�

for each s � � i�e� dse is the Church numeral of the G	odel numbering of s�

Lemma 
���� From the preceding fact it follows that there are ��terms p and q such that

pdsedte � dste

qn � dne

for any ��terms s and t� and for any n � N� �

Theorem 
���� �Scott�Curry� Let A and B be two collections of ��terms that are closed under

��convertibility� There is no ��term F such that for each n� Fn � � or �� and satisfying

F due �

���
��
� if u � A

� if u � B

Note that the � is that of the formal system ���

Proof W�l�o�g� assume that A and B are disjoint� Suppose� for a contradiction� such an F exists�

Claim Fix some A � A and B � B� There is a J such that
���
��

F dJe � � �
 J � B

F dJe � � �
 J � A�

The Claim gives a contradiction� �Convince yourself that this is so��

Construction of J � Let D be �xyz�z�ky�x� Then for any A and B� by a simple calculation� we see
that

DAB� � B

DAB� � A�




�� Undecidability of ��convertibility ��

Let H � �y�DAB�F �py�qy��� and write HdHe as J � Now

J � HdHe

� DAB�F �pdHe�qdHe��� by Lemma ����

� DAB�F �pdHeddHee�� by Lemma ����

� DAB�F dJe��

It follows that J thus de�ned satis�es the two implications in the Claim� �

�� is decidable� �by Church
s Thesis� is the statement that there is ��term G such that for any s� t � ��

Gdsedte �

���
��
� if s � t

� otherwise�

Corollary 
���� �� is undecidable�

Proof Suppose not� Take any ��term� say� s� Let A be the ���equivalence class of s and B be
��A� Write F � Gdse� Then F violates the theorem� �

Theorem 
���� �Second Fixed�Point Theorem� For any F � there exists an X such that

F dXe � X�

�

Problems


�� �i� Give the respective ��terms that de�ne the successor and predecessor �hard"� functions�
and de�nition by cases �boolean conditional� for Church numerals�

�ii� Prove that cbv ��calculus is Turing complete relative to Church numerals�

�iii� Prove that cbn ��calculus is Turing complete�


�� Give an e�ective G�odel numbering of ��terms i�e� a �bijective� function g � � �� N that is
computable�

�Your encoding should be invariant over terms that are ��convertible� Hint� use de Bruiyn notation

to represent ��terms��


�� Prove the following results�

�i� There is a total recursive function � such that for any ��terms s and t� ��g�s�� g�t�� � g�st��




�� Undecidability of ��convertibility ��

�ii� There is a total recursive function � such that for any natural number n� ��n� � g�n��


�� �i� Why is the Claim in the proof of the Undecidability Theorem su�cient to force a contra�
diction�

�ii� Prove the Second Fixed�point Theorem� �Hint� Use the trick in the construction of J �in the
proof of the undecidability Theorem� to construct the required X��


�� Prove that f s � s has a ��nf g is an r�e� set that is not recursive�
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B Sample examination questions

B�� Prove that the ��calculus is consistent�

�You should state what you mean by consistency carefully��

B�� �i� State and prove a result that relates the Church�Rosser property to the consistency of a
formal theory of equations over a set of terms�

�iii� Prove that the formal theory �� is consistent�

�iii� Is the formal theory obtained from �� by augmenting it by s � k consistent� Justify your result�

B�� �i� State the Church�Rosser Theorem for ��reduction� Explain brie�y why it is an important
result in ��calculus�

�ii� What is a �xed point combinator� Set g � �yf�f�yf�� Prove that any ��term s is a �xed point
combinator if and only if s is a �xed point of g�

�iii� Show that if y is a �xed point combinator� then so is yg� Hence� or otherwise� show that there
are in�nitely many ���inequivalent� �xed point combinators�

B�� �i� Give a G	odel numbering on ��terms i�e� an e�ectively given �computable� injective map
'� � � �� N�

�ii� Use the Second Fixed Point Theorem to prove the Scott�Curry Theorem� Let A and B be two
collections of ��terms that are closed under ��convertibility� There is no ��term p such that for
each natural number n� pn � � or �� and

ppuq �

���
��
� if u � A

� if u � B

where � is the equational theory of the formal system ���

�iii� Hence� or otherwise� prove that the formal equational theory �� is undecidable�

B�� �The ��calculus is Turing complete�� Discuss�

�You should state carefully any relevant de�nition and theorem� and give a proof of a major theorem
in developing your argument��

B�
 �i� De�ne Scott numerals and Church numerals�

�ii� Give a G	odel numbering on ��terms i�e� an e�ectively given �computable� injective map '� �
� �� N�



��

�iii� For each ��term s� de�ne psq
def
�'s where n is the n�th Church numeral� Prove the Second Fixed

Point Theorem� for any t � �� there is a u � � such that tpuq � u�

B�� �i� De�ne applicative simulation �
�
for the call�by�name �cbn� ��calculus�

�ii� Prove that applicative simulation is the maximal �xed point of a monotone function F � R �� R
where R is the set of binary relations over the set �o of closed ��terms ordered by set inclusion�

�iii� State and prove a characterization result for ���

�iv� Is it true that �x�sx �� s for all s � �o�

B�� Let s� s�� t and t� range over closed ��terms�

�i� De�ne applicative simulation �
�
for the call�by�name �cbn� ��calculus� and give �without proof�

a characterization of it solely in terms of the convergence predicate �����

�ii� Prove that �� � s � �x�p if and only if s�� Deduce that s � s� and s� imply s���

�iii� Hence� or otherwise� prove that if �� � s � s� then s � s� �i�e� s �
�
s� and s� �

�
s�

�iv� Recall that a ��theory is a consistent extension of �� that is closed under provability� Deduce

that ��
def
� f s � t � s � t g is a ��theory�

B�� �i� De�ne the call�by�name ��calculus� and give its operational semantics in terms of a Martin�
L	of style evaluation relation and a Plotkin�style transition relation� Show that the two are
equivalent�

�ii� What is the Context Lemma� Give a careful proof in the case of the call�by�name ��calculus�

B��� Let L be the ��rst�order� language with constant symbols k� s and a binary function symbol
for application�

�i� De�ne an operation ��x�� � L �� L parametrized by variables x of L� for each x� there is a map
a �� ��x�a� where a � L and where ��x�a is de�ned by recursion as�

��x�x
def
� skk

��x�a
def
� ka if a is a variable �� x or a � f s�k g

��x�ab
def
� s���x�a����x�b�� if the previous cases do not apply

Prove that C� � x����x�a�x � a� Hence prove that C� � ���x�a�b � a�b�x� for all b � L�

�ii� What is a combinatory algebra� De�ne combinatory completeness �of an applicative structure��

�iii� Using �i�� or some other abstraction algorithm� prove that an applicative structure is combinatory
complete if and only if it can be given the structure of a combinatory algebra�



��

B��� �The ��calculus and Combinatory Logic are essentially equivalent�� Discuss�

B��� �i� De�ne the call�by�value �cbv� ��calculus and give its operational semantics in terms of
both the Martin�L	of style evaluation �big�step� relation � and Plotkin�style transition �small�
step� relation 
�

�ii� Prove that the big�step and small�step reduction relations are equivalent i�e� for any s� v � �o

s � v 	
 s 

 v # v �


where 

 is the re�exive transitive closure of 
 and v �
 means there is no u � � for which v 
 u
holds�

�iii� Say that convergence testing is de�nable in a ��calculus endowed with an evaluation relation �
if there is a term c � �o such that for any s � �o

���
��

s� �
 cs � �x�x

s� �
 cs��

Is convergence testing de�nable in cbv ��calculus�

B��� �i� De�ne the syntax of Scott
s language pcf and give its operational semantics in terms of
either a small�step or a big�step reduction relation�

�ii� State and prove the Context Lemma for pcf�

B��� State and prove the Weak Adequacy Theorem for Scott
s language pcf�
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C Lambda Calculus Mini�projects

University of Oxford MSc �Maths � FoCS�

Lambda Calculus

Mini�project �� Context lemma for the call�by�value ��calculus

Michaelmas ����

Instructions to candidates� The following series of problems take you through a proof of the context

lemma for the call�by�value ��calculus� Your project should take the form of a mathematical report on

your progress in solving the problems�

We let p� r� s and t range over ��terms� Programs of Plotkin
s call�by�value ��calculus are closed ��
terms� and values� ranged over by u and v� are closed abstractions� Evaluation is de�ned by induction
over the following rules� for programs �x�p� s and t

�x�p � �x�p
s � �x�p t � u p�u�x� � v

st � v
�

We read s � v as �the program s converges or evaluates to value v�� and write s� to mean s � v for
some value v� Recall that � is deterministic i�e� � de�nes a partial function�

De�nition � �Applicative simulation� �i� For closed s and t� s is said to simulate t applica�
tively� written s �� t� just in case for every �nite �possibly empty� sequence of closed terms
r�� � � � � rn� if s�r� then t�r��

�ii� Applicative simulation can be extended to a relation over ��terms in general� for any s and t�
de�ne s �

�
t just in case s� �� t� for every value substitution ��

A value substitution � is just a function � from variables to values� Suppose the variables
occurring free in s are x�� � � � � xn then

s�
def
� s���x���x�� � � � � ��xn��xn��

Problem � Prove the following�

�i� �
�
is a preorder�

�ii� For any s and t �which are not necessarily closed� and for any value v�

s �
�
t �
 s�v�x� �

�
t�v�x��

�

De�nition � �Pre�simulation� Let R be the set of binary relations over the set of closed ��terms�
De�ne a function F � R �� R by� for any R � R

F �R�
def
� f �s� s�� � v�s � v �
 ��v��s� � v� # t��vt� v�t� � R � g�



��

F is a monotone function with respect to the inclusion ordering� A relation R � R is said to be a
pre�simulation just in case R � F �R�� De�ne � to be the maximal pre�simulation i�e�

�
def
�

�
R�F �R�

R�

Problem � Prove the following�

�i� F is a monotone function �with respect to the inclusion ordering��

�ii� � is the same as �
�
� �

De�nition � �Observational preorder� For closed s and t� s is said to approximate t observation�
ally just in case for any closed context C�X� whenever C�s�� then C�t���

Context lemma is said to be valid for call�by�value ��calculus if applicative simulation �restricted
to closed terms� coincides with observational preorder� Our aim is to prove the Context Lemma�

De�nition � �Precongruence candidate� De�ne a binary relation �� called precongruence candi�
date� over the collection of all �not just closed� ��terms by induction over the following rules�

� if x �
�
s then x � s

� if s � s� and t � t� and s�t� �
�
r then st � r

� if s � s� and �x�s� �
�
r then �x�s � r�

Problem � Prove the following�

�i� Whenever s � t and t �
�
r then s � r�

�ii� � is a precongruence i�e� whenever s � s� and t � t� then st � s�t�� and whenever s � s� then
�x�s � �x�s�� �

Problem � Prove that � is re�exive� Hence deduce that �
�
is contained in �� �

Problem � �Substitution Lemma� Prove that whenever s � s� and values v � v� then

s�v�x� � s��v��x��

�

Problem 
 For closed s and s�� if s � s� and s � v� then for some v�� s� � v� and v � v�� �

�Hint� De�ne a notion of �convergence in n steps� s �n v� and prove by induction over n� using the
Substitution Lemma��

Problem � Prove that � coincides with �
�
� Hence deduce the context lemma� �

�Hint� To prove that � is contained in �
�
� it su�ces to show that � is a pre�simulation �why����
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University of Oxford MSc �Maths � FoCS�

Lambda Calculus

Mini�project �� Two exercises on PCF
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Instructions to candidates� Your project should take the form of a mathematical report on your

progress in solving problems in both Parts I and II�

I� An adequacy theorem

Let D be a cpo� A subset X of D is said to be inductive if it is downward closed and� for every
��increasing chain h di ii�� � X� the least upper bound �lub�

F
i di is an element of X�

Let r� s and t range over terms of pcf and u and v over values�

De�nition � For each pcf�type A� for each d in the standard domain DA of type A� and for each
closed term s of type A� de�ne d CA s if

� d � � or

� s � v and d CA v where

� f CB�C u if for each g � DB and for each closed term t of type B�

g CB t �
 fg CC ut

� t Co t� f Co f

� n C	 n�

Problem � Prove that for each type A� and for each closed term s of type A� the set

f d � DA � d CA s g

is inductive�

Problem � Suppose x� � A�� � � � � xn � An � s � A for n � �� For each � � i � n� for each di � DAi
�

and for each closed term ti of type Ai such that di CAi
ti� prove that

�� s ���x� ��d������xn ��dn�
CA s�t��x�� � � � � tn�xn��

Problem � �Adequacy theorem� �i� Prove that for each closed term s of program type �i�e� o
or ��� �� s �� �� � if and only if s � v for some v�

�ii� Is the result valid for closed terms of higher type� Justify your answer�



��

II� A combinatory logic version of PCF

The aim is to de�ne a combinatory logic version of pcf called pcfcl� The type structure and the con�
stants �numerals� booleans� successor� predecessor� test�for�zero� conditional and �xed�point constants�
should have the same sense as those of the standard pcf�

Problem � De�ne the syntax of pcfcl and give the formal system that de�nes typing sequents of

the form xA�
� � � � � xAn � s � A which means that the term s has type A in the context where �free�

variables x�� � � � � xn have types A�� � � � � An respectively�

Problem � De�ne either a �small�step� �Plotkin�style transition relation s � s�� or a �big�step�

�Martin�L	of style evaluation relation s � v� call�by�name operational semantics for pcfcl� What

properties can you establish for the semantics�

Problem 
 Examine the relationship between pcfcl and pcf� To what extent do they agree�
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Instructions to candidates� Answer as many problems as you can�

�c�terms� ranged over by s� t� etc�� are de�ned as follows�

s ��� x j c j �st� j ��x�s�

where x ranges over a denumerable collection of variables� and c is a constant� known as convergence
test� Write ��c� �respectively ��c�o� for the collection of �c�terms �respectively closed �c�terms��
Programs are closed terms� and values� ranged over by u� v� v�� etc�� are closed abstractions and c�
Evaluation is de�ned by induction over the following rules�

�x�p � �x�p c � c
s � �x�p p�t�x� � v

st � v

s � c t � v

st � i

where i � �y�y� We read s � v as �program s converges or evaluates to value v�� and write s� to
mean s � v for some value v�

Problem � �i� Give a Plotkin�style transition relation 
 � ��c�o ���c�o that is equivalent to �
in the sense that for any program s� and for any value v�

s � v 	
 s 

 v # v �


where 

 is the re�exive� transitive closure of 
� and t�
 means ���t��t 
 t���

�ii� A transition relation � is said to be characterized by a set E of evaluation contexts �each of
which must have exactly one �hole�� and a set R of redex rules just in case for any s and s��
s � s� i� there is a unique E � E such that s � E�	�� s� � E�	�� and 	 � 	� is an instance of a
redex rule in R�

Set R to be the following redex rules�

��� ��x�p�t 
 p�t�x�

�c� c��x�p� 
 i�

De�ne the set E of evaluation contexts that� together withR� characterize the transition relation

 in �i�� Justify your answer�

Problem � De�ne the one�step reduction relation � �as a binary relation over ��c�� by induction
over the following rules�

��x�p�t� p�t�x� c��x�p�� i
s� s�

ts� ts�
s� s�

st� s�t

s� s�

�x�s� �x�s�
�

Prove that � is Church�Rosser�

�Hint� De�ne an appropriate �parallel reduction� relation that satis�es the diamond property��



��

Problem � �i� Show that convergence testing is not de�nable in call�by�name ��calculus �as de�ned
in section � of your notes�� That is to say� writing � as the evaluation relation of call�by�name
��calculus� show that there is no closed ��term c such that c�� and for any s � �o

���
��

s� �
 cs � i

s� �
 cs�

where s� means ���v�s � v��

�ii� Let � be any order�� term� and � any order�� term� Let p � �x�x��y�x��y�� and q �
�x�x�x����� Prove that p � q where � is applicative bisimilarity i�e� p �

�
q and q �

�
p�

�iii� Let p� and q� be obtained from p and q respectively by replacing � in them by �y��� Prove that
p� � q��

�iv� Is it still the case that p � q in ��calculus with convergence testing �where � is applicative
bisimilarity of the augmented calculus�� No proof is required�

Michaelmas ����� chlo
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Instructions to candidates� Answer as many problems as you can�

Problem � Show that the following conditions on a cpo �i�e� a poset that has a least element and
such that every directed subset has a lub� are equivalent�

��� Any two points that are bounded above have a lub�

�� Every subset that is bounded above has a lub�

��� Every non�empty subset has a glb�

A cpo is said to be consistently complete just in case condition �� �and hence� equivalently� ��� or
���� is satis�ed�

A consistently complete cpo D is said to be distributive just in case for any x� y� z � D� if y and z
are bounded above� then

x � �y � z� � �x � y� � �x � z��

A Scott domain is a consistently complete� ��algebraic cpo� A dI�domain is a distributive Scott
domain that satis�es the following axiom�

�I�� Every compact element dominates only �nitely many elements�

An element x of a cpo D is a prime just in case for any subset X � D that has a lub�

x �
G

X �
 �y � X�x � y�

A cpo is prime algebraic if every element x is the lub of the set of prime elements that are dominated
by x�

Problem � �i� Prove that a Scott domain D is distributive if and only if for all x� y� z � D� if
fx� y� z g is bounded above then

x � �y � z� � �x � y� � �x � z��

�ii� Suppose that a subset X � X� �X� of a Scott domain is bounded above then

G
X � �

G
X�� � �

G
X���

�iii� An element y of a cpo is said to cover x just in case x � y� and for any z� whenever x � z � y
then z � y or z � x� Prove that in a dI�domain� prime elements are precisely those compact
elements that cover exactly one element�
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�iv� Using �i� to �iii�� or otherwise� prove that in a Scott domain D that satis�es the axiom �I��
distributivity is equivalent to prime algebraicity�

Let D and E be cpos such that any two elements that are bounded above have a glb� A function
f � D �� E is said to be stable just in case it is continuous� and for any two elements x and y that
are bounded above�

f�x � y� � f�x� � f�y��

Let f and g be functions from D to E� f is said to be less than g extensionally just in case

f �ext g
def
� x � D�f�x� � g�x��

f is said to be less than g according to the stable ordering just in case

f �s g
def
� x� y � D�x � y �
 f�x� � f�y� � g�x��

Problem � �i� Show that with the extensional ordering on the set D 
 E of stable functions from
D to E� the application function �D 
 E��D �� E is not stable�

�ii� Prove that application is stable if and only if D 
 E is ordered stably�

Problem � �i� Show �informally� that stable functions give a model of pcf�

�ii� Show that parallel�or is not de�nable in the model�

Michaelmas ����� chlo
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