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Preuves et programmes : Outils classiques

CNRS (IRIF)Claudia Faggian

faggian@irif.fr

https://www.irif.fr/~faggian/

This part focus on Operational Semantics 
of formal calculi (and programming languages)

Topics
• Tools to study  the operational properties of a system: 

 Rewrite Theory (rewriting=abstract form of program execution)

• Induction and Co-induction proof principles.

• Linear Logic and Proof-Nets.

• Bridging between lambda-calculus and functional programming. 
 Call-by-Value and Call-by Name, weak and lazy calculi. 
 Big-Step and Small-Step operational semantics. 
 Observational equivalence

• Reasoning on programs equivalence:
Bisimulation and coinductive methods.

• Beyond pure functional:
Probabilistic programming  and Bayesian Inference:

Probabilistic lambda calculi, Bayesian Networks & proof-nets

Resources
• Reference Books:

R. AMADIO : Operational methods in semantics 
(available on HAL https://hal.archives-ouvertes.fr/cel-01422101v1).
D. SANGIORGI: Introduction to Bisimulation and Coinduction

(Cambridge University Press, 2011)

• Lecture Notes   (by Middeldorp,  Laurent, Ong)

Please send me an email 
(with LMFI in the subject)
to have the lecture notes 
on Rewriting Theory

Rewriting theory 

• Rewriting =  abstract form of program execution

Operational semantics
of formal calculi and programming languages

Rewriting theory 

• Rewriting =  abstract form of program execution

• Paradigmatic example: λ-calculus
(functional programming language, in its essence)
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Operational semantics
of formal calculi and programming languages

Rewriting theory 

• Rewriting =  abstract form of program execution

• Paradigmatic example: λ-calculus
(functional programming language, in its essence)

Abstract Rewriting: motivations
Mconcrete rewrite formalisms / concrete operational semantics:

• λ-calculus

• Quantum/ probabilistic/ non-deterministic/…………   λ-calculus 

• Proof-nets / graph rewriting

• Sequent calculus and cut-elimination  

• string rewriting     

• term rewriting     

abstract rewriting

• independent from  structure of objects that are rewritten

• uniform presentation of properties and proofs
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Abstract Rewriting
Basic language

ARS
• 

• A (finite) rewrite sequence is a non-empty
sequence (𝑎, …   𝑎) of elements in A such that   𝑎୧ → 𝑎 ାଵ

We write     𝑎  → 𝑎     or simply       𝑎 →∗ 𝑎

rewrite sequences:
finite a → e → b → c → f
empty a
infinite a → e → b → a → e → b → …

**

Composition

Closure
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Normal forms model results

Element a has normal forms ?
How many normal forms has this ARS?

*Termination*

a is WN? SN?
c is WN? SN?
a or c  has UN ?

The nf are convertible? 

An element a is  weakly  normalizing (WN) (or simply normalizing) if it has a normal form.

*Confluence*

1. a  is  confluent?
2. f is confluent?

3. Can you add a single arrow  so that the resulting ARS 
has unique normal forms without being confluent ?

f(a,a) has normal form? 
Can you produce two different nf?

we can compute from the same term f(a, a) two different normal-forms c and d
different meaning for equivalent terms

(different meaning for same term!)
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Same meaning for *equivalent* terms Confluence & CR

in an ARS with the property UNC every equivalence class of convertible 
elements  contains at most one normal form. 

Q: are UN and UNC equivalent?

Global vs Local

Confluence
A property of term t is local if it is quantified over only one-step reductions from t; 
it is global if it is quantified over all rewrite sequences from t.

confluence

Global property:

(WCR)

Confluence
A property of term t is local if it is quantified over only one-step reductions from t; 
it is global if it is quantified over all rewrite sequences from t.

b←a →c

locally
confluentLocal confluence

(WCR)
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Which is true?

1. SN => WN
2. WN => SN

3. Confluence => UN
4. UN => Confluence

5. Confluence => Local confluence
6. Local confluence => Confluence

7. WN & UN => Confluence

8. WN & Local Conf.  => Confluence

9. SN  &  Local Conf. => Confluence

WN vs SN

Can you find an infinite reduction sequence?

1. SN => WN
2. WN => SN

3. Confluence => UN
4. UN => Confluence

5. Confluence => Local confluence
6. Local confluence => Confluence

7. WN & UN => Confluence

8. WN & Local Conf.  => Confluence

9. SN  &  Local Conf. => Confluence
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Newman Lemma

By well-founded induction

Memo: Well-founded Induction

Newman Lemma Newman Lemma

Recap Flash Ex Recap basics
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The heart of confluence is a diamond

Prop.   DIAMOND     implies   CONFLUENCE

Can rarely be used directly:
Most relations of interest do not satisfy it

Lemma

You have already seen an example:
in the class by Joly

Closure Commutation

Proving confluence modularly An effective usable  technique

11
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Global condition
(all sequences)

Local condition
(one-step test)
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an effective usable  technique

11

1 1

2 2 22

Global condition
(all sequences)

Local condition
(one-step test)

Strategies
and subreductions

Normalization Normalizing strategis

Completeness

Factorization
(aka weak Standardization)

another commutation!
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Operational properties of interest

• Termination  and 
Confluence

Existence and uniqueness 

of normal forms

• How to Compute

reduction strategies with good 
properties:

• standardization, 

• normalization

Factorization
(aka Semi-Standardization, Postponement, or often simply Standardization)

• most basic property about how to compute 

•

A key building-block in proofs of more sophisticated how-to-compute
properties:

• allows immediate proofs of normalization
(a reduction strategy reaches a normal form, whenever one exists)

• simplest way to prove standardization, by using Mitschke's argument 
(left-to-right standardization = iterate head factorization)

Factorization
(aka Semi-Standardization, Postponement, or often simply Standardization)

•

Local test ? Does SP hold for 𝜆-calculus?
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Does SP hold for 𝜆-calculus? The heart of confluence is a diamond

Prop.   DIAMOND     implies   CONFLUENCE

Can rarely be used directly:
Most relations of interest do not satisfy it

Lemma

Hence:

Examples
of uses for factorization

Call-by-Name and 
Call-by-Value -calculus

Call-by-Name and Call-by-Value 𝜆−calculus
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Call-by-Name and Call-by-Value 𝜆−calculus

• The λ-calculus can be seen both as an equational theory on terms and as 
an abstract model of computation. 

• With the functional paradigm point of view, the meaning of any λ-term is 
the value it evaluates to.

Call-by-Name and Call-by-Value 𝜆−calculus Call-by-Name and Call-by-Value 𝜆−calculus

CbN: Head Reduction

What about?

CbN Head Factorization
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• According to the function paradigm of computation the goal of every 
computation is to determine its value

• Since functions are seen as values, it is natural
to consider weak evaluation. In practical implementations, weak evaluation is 
more realistic than the full beta reduction 

CbV: Weak Reduction

CbV Weak Factorization

Basic properties of the 
contextual closure

Basic properties of contextual closure
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Internal steps preserve head and weak normal nf

Back to
Factorization

Back to using it

From abstract to 
concrete system

… but using  as-little-of-the-specific-structure as possible

ARS Recipe

Concretely: CbN and Head Factorization
Takahashi method

Concretely: CbV and Weak Factorization
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Recap

in Call-by-Name: 

in Call-by-Value: 

• Classical key  result (e.g. in Barendregt 84 book)

• Classical key  result [Plotkin 75]

You designed a system
You have Factorization

Now what?
From Factorization to Normalization (or Standardization)
in a few easy steps [Mitschke 79]

ARS:
more abstract tools

Decreasing Diagrams:
Lecture Notes, Chapter 6

Decreasing (Van Oostrom)

for families of relations 

and some well-founded strict order < on the set of labels L ∪ M 
such that for all labels:

To commute Newman Lemma, again
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Strong Commutation implies Commutation

m

l l

m

m

l l

m

l > m
This is an instance of 
strong commutation
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